
A RIGOROUS DERIVATION OF THE ASYMPTOTIC WAVENUMBER OF
SPIRAL WAVES IN THE COMPLEX GINZBURG-LANDAU EQUATION.

Abstract. We compute the asymptotic wavenumber for single spiral waves of a set of λ− ω
systems and we prove that it is exponentially small with respect to the twist parameter.

1. Introduction

In a wide range of physical, chemical and biological systems of different interacting species,
one usually finds that the dynamics of each species is governed by a diffusion mechanism along
with a reaction term where the interactions with the other species are taken into account. For
instance one finds these type of systems in the modelling of chemical reaction processes as a
model for pattern formation mechanisms ([CH93]), in the description of some ecological systems
([Mur01]), in phase transitions in superconductivity ([HT12]) or even to describe cardiac muscle
cell performance [ES22], among many others. Mathematically speaking, a reaction-diffusion
system is essentially a system of ordinary differential equations to which some diffusion terms
have been added:

(1) ∂τU = D∆U + F (U, a),

where U = U(τ, ~x) ∈ RN , ~x ∈ R2, τ ∈ R, D is a diffusion matrix, F is the reaction term, which
is usually nonlinear, ∆ = ∂xx + ∂yy is the Laplace operator and a is a parameter (for instance
some catalyst concentration in a chemical reaction) or a group of parameters.

In this paper we deal with a particular type of reaction-diffusion equations which are tradi-
tionally denoted as oscillatory systems . These are characterised by the fact that they tend to
produce oscillations in homogeneous situations (i.e. when the term D∆U vanishes). Of particu-
lar interest are oscillatory reaction-diffusion systems which tend to produce spatial homogeneous
oscillations. These are systems like (1) where the dynamical system that is obtained when one
neglects the spatial derivatives (i.e., the Laplace operator) has an asymptotically stable periodic
orbit. To be more precise, we refer to dynamical systems that undergo a non-degenerate super-
critical Hopf bifurcation at (U0, a0). In this case, one can derive an equation for the amplitude
of the oscillations, A ∈ C, by taking ε2 = a− a0 > 0 small, t = ε2τ and writing the modulation
of local oscillations with frequency ω as solutions of (1) of the form

U(τ, ~x, a) = U0 + ε[A(t, ~x)eiωτv + Ā(t, ~x)e−iωτ v̄] +O(ε2),

where¯denotes the complex conjugate. Under generic conditions, performing suitable scalings
and upon neglecting the higher order terms in ε (see for instance Section 2 in [Kur03], [AK02], or
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[Mie02]), the amplitude, A(t, ~x), turns out to satisfy the celebrated complex Ginzburg-Landau
equation (CGL)

(2) ∂tA = (1 + iα)∆A+ A− (1 + iβ)A|A|2,
where A(t, ~x) ∈ C and α, β are real parameters (depending on F and D). The universality and
ubiquity of CGL has historically produced a large amount of research and it is one of the most
studied nonlinear partial differential system of equations specially among the physics commu-
nity. CGL equation is also known to exhibit a rich variety of different pattern solutions whose
stability and emergence are still far from being completely understood (see [CF20], [PS01],
[DSSS09], [Sch03], [SS20], [DS19] for some of the latest achievements and open problems).

We note that (2) has two special features: the solutions are invariant under spatial transla-
tions, that is, if A(t, ~x) is a solution and ~x = ~x′+~x0, then A(t, ~x′) does also satisfy equation (2)

for any fixed ~x0 ∈ R2, and it also has gauge symmetry, that is Ã(t, ~x) = eiφA(t, ~x) is a solution
for any φ ∈ R.

In this work we shall focus on some special rigidly rotating solutions of (2) called Archime-
dian spiral waves. In order to define these solutions, following [SS20], we consider first polar
coordinates, that is ~x = (r cosϕ, r sinϕ) ∈ R2 in which equation (2) reads:

(3) ∂tA = (1 + iα)

(
∂2
rA+

1

r
∂rA+

1

r2
∂2
ϕA

)
+ A− (1 + iβ)A|A|2,

where, abusing notation, we denote by the same letter A(t, r, ϕ) the solution in polar coordi-
nates. To define spiral waves let us first consider the one dimensional CGL equation:

(4) ∂tA = (1 + iα)∂2
rA+ A− (1 + iβ)A|A|2, r ∈ R.

We first introduce the notion of wave train.

Definition 1.1. A wave train of (3) is a non constant solution, A(t, r), of equation (4) of the
form:

(5) A(t, r) = A∗(Ωt− k∗r),
where A∗(ξ) is 2π-periodic, Ω ∈ R\{0} is the frequency of the wave train and k∗ ∈ R is the
corresponding (spatial) wavenumber.

The particular case of a single mode wave train, namely A(t, r) = Cei(Ωt−k∗r) leads us to the
well-known relations

(6) C =
√

1− k2
∗, Ω = Ω(k∗) = −β + k2

∗(β − α).

The last condition on the frequency is the associated dispersion relation and the quantity
vg := −∂k∗Ω(k∗) = 2k∗(α − β) is the wave group velocity. Then, for any pair of the parameter
values (α, β) there exist a family of wave trains of (4) of the form given in (5) satisfying
conditions (6), one for each wavenumber k∗.

Now we define an n-armed Archimedian spiral wave which, roughly speaking, is a bounded
solution of (3) that asymptotically, as r →∞, tends to a particular wave train (see Figure 1).
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From a physical point of view spiral waves arise when inhomogeneities of the medium force a
zero amplitude in particular points in space ([HOA00]). These points where the amplitude is
forced to vanish are usually known as defects ([AK02]). By virtue of the translation invariance
of (2), in spiral wave solutions with a single defect, one can place the defect anywhere, in

particular at the origin, i.e. A(t,~0) = 0.
In this work we shall use the following definition of an n-armed spiral wave solution of the

complex Ginzburg-Landau equation given in [SS20]:

Definition 1.2. Let n ∈ N, we say that A(t, r, ϕ) is an n-armed Archimedian spiral wave
solution of equation (3) if it is a bounded solution of the form A(t, r, ϕ) = As(r, nϕ + Ωt),
defined for r ≥ 0 satisfying that

lim
r→∞

max
ψ∈[0,2π]

|As(r, ψ)− A∗(−k∗r + θ(r) + ψ)| = 0,

and

lim
r→∞

max
ψ∈[0,2π]

|∂ψAs(r, ψ)− A′∗(−k∗r + θ(r) + ψ)| = 0,

where the profile A∗(Ωt− k∗r) is a wave train of the equation (4), As(r, ·) is 2π-periodic and θ
a smooth function such that limr→∞ θ

′(r)→ 0.
The parameter k∗ is in this case known as the asymptotic wavenumber of the spiral.

Notice that, in a co-rotating frame given by ψ = nϕ+Ωt and considering r as the independent
variable, spiral wave solutions can be seen as a heteroclinic orbit, as represented in Figure 1,
connecting the equilibrium point As = 0 with the wave train solution A∗.

Figure 1. Representation of the spiral wave solutions of (2) as an heteroclinic
connection.

To give the main result of this paper we introduce q, the so-called twist parameter

(7) q =
β − α
1 + αβ

which, in particular, is well defined for values of α, β such that |α−β| � 1. As we shall explain
in what follows, the shape of spiral waves strongly depends on this parameter. In fact, when
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q = 0, the solutions of the Ginzburg-Landau equation (2) of the form A(t, ~x) = e−iαtÂ(t, ~x)
satisfy the ”real” Ginzburg-Landau equation

∂tÂ = ∆Â+ Â− Â|Â|2, Â(t, ~x) ∈ R.

Our perturbative analysis considers the case in which we are close to the ”real” Ginzburg-
Landau equation, that is to say, we deal with values of q that are small.

Then, the main result of this paper reads as follows:

Theorem 1.3. For any n ∈ N, there exists q0 > 0, small enough, and a unique function
κ∗ : (−q0, q0)→ R of the form

(8) κ∗(q) =
2

q
e−

Cn
n2
−γe−

π
2n|q| (1 +O(|q|)),

with γ the Euler’s constant and Cn a constant depending only on n, satisfying that the com-
plex Ginzburg-Landau equation (3) possesses rigidly rotating archimedian n-armed spiral wave
solution of the form

(9) A(t, r, ϕ; q) = f(r; q)exp (i(Ωt+ Θ(r; q)± nϕ)) ,

with a single defect satisfying

f(0; q) = 0, lim
r→∞

f(r; q) =
√

1− k2
∗, Θ′(0; q) = 0, lim

r→∞
Θ′(r; q) = −k∗,

if and only if the asymptotic wavenumber of the spiral wave is k∗ = κ∗(q) and Ω satisfies (6).
In addition Θ′(r; q) has constant sign,

f(r; q), f ′(r; q) > 0, for r > 0

and, as a consequence, limr→∞ f ′(r; q) = 0.

The simple description of spiral wave patterns of (2) clashes with the complexity of obtaining
rigorous results on its existence, stability or emergence. In fact, the existence and uniqueness
of κ∗(q) and, as a consequence, of the rotational frequency of the pattern Ω, is a classical result
that was obtained back in the 80’s by Kopell & Howard in [NK81]. At the same time the physics
community started showing interest in this type of phenomena and several authors used formal
perturbation analysis techniques to describe spiral wave solutions (see for instance [Gre81b],
[CNR78] or [YK76]). More relevantly, Greenberg in [Gre81a] and Hagan in [Hag82] used formal
techniques of matched asymptotic expansions to conjecture a formula for k∗(q) when q is small.
The exponentially small terms arising in (8) was already a challenge to overcome when the
formal derivation was obtained and in fact, 30 years later in [ACW08] a new simpler formal
asymptotic scheme was used. It is therefore not that surprising that it has taken more than
40 years to finally obtain a rigorous proof of the expression (8). The novelty of our approach
is the systematic combination of a particular formal asymptotic scheme (the one in (8)) with
rigorous Fixed Point Theorems in suitable Banach spaces. This has finally allowed to provide
a very detailed description of the structure of the whole spiral wave solutions, of which several
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features, such as positivity or monotonicity among many others, have now been rigorously
proved.

Archimedian spiral wave patterns are present in some other systems. In particular, there
is another type of reaction-diffusion systems, the so-called λ − ω systems, which has been
classically used to investigate rotating spiral wave patterns and reads

(10)
∂

∂t

(
u1

u2

)
=

(
λ(f) −ω(f)
ω(f) λ(f)

)(
u1

u2

)
+ ∆

(
u1

u2

)
,

where u1(t, ~x), u2(t, ~x) ∈ R and ω(·), λ(·) are real functions of the modulus f =
√
u2

1 + u2
2.

Actually, this system was first introduced by Kopell & Howard in [KH73] in the early seventies
as a model to describe plane wave solutions in oscillatory reaction diffusion systems. Not
much later the same authors in [KH74], [HK74] and [NK81], under some assumptions on λ, ω,
rigorously proved the existence and uniqueness of spiral wave solutions of (10) with a single
mode. After, in [ABMS16], the authors proved that, in fact, the asymptotic wavenumber
k∗ = k∗(q) has to be a flat function of the (small) parameter q. The particularity of this system
is that the equations satisfied by spiral waves turn out to be exactly the same as the ones for
the CGL equation when λ(z) = 1 − z2 and ω(z) = Ω + q(1 − k2 − z2), as we show later in
Remark 2.4. The conjectured by asymptotic techniques expression of the wavenumber, has
been widely used in the literature and checked numerically in innumerable occasions (see for
instance [CH93], [AK02], [Mik12], [CGR89], [PE01] or [Tsa10]) but it has never been rigorously
proved, that is the main purpose of the present paper.

1.1. Spiral patterns. By Definition 1.2 of archimedian spiral waves, spiral waves solutions of
the form (9) provided by Theorem 1.3, have to tend, as r →∞, to

A∗(Ωt− k∗r + θ(r)) = Cei(Ωt−k∗r+θ(r))

with A(t, r) = A∗(Ωt− k∗r) a wave train of (4), that is C,Ω ∈ R satisfying (6) and θ′(r) → 0
as r →∞. We will see in Section 2 that, in fact, these are the only possible wave trains of (4),
namely, wave trains of equation (4) only have one mode. The contour lines of A∗, that is to
say, Re

(
A∗(Ωt − k∗r + nϕ)e−iΩt

)
= c for any constant c (or equivalently −k∗r + nϕ = c′), are

archimedian spirals whose wavelength L (distance between two spiral arms) is given by

L =
2πn

|k∗|
.

The parameter n ∈ Z is known as the winding number of the spiral and it represents the
number of times that the spiral crosses the positive horizontal axis when ϕ is increased by 2π.
In Figure 2 we represent n-armed archimedian spirals for different winding numbers, n.

At this point we must emphasize the role of the parameter q in (7) in the shape of the spiral
wave

A(t, r, ϕ; q) = f(r; q)ei(Ωt+Θ(r;q)+nϕ)
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n = 1 n = 2 n = 3 n = 4

Figure 2. Representation of archimedian n-armed spiral waves for different
winding numbers n.

provided in Theorem 1.3. Recall that the asymptotic wavenumber of the spiral wave is k∗ =
κ∗(q) with κ∗(q) defined in (8). Let A∗ be the wave train associated to the spiral wave A as in
Definition 1.2. Then, from (6) we have that

lim
r→∞

f(r; q) =
√

1− k2
∗.

Moreover, expression (8) shows that limq→0 κ∗(q) = 0, and therefore limr→∞Θ′(r; 0) = 0, which
suggests that Θ(r; 0) could be constant. In fact, when q = 0, that is α = β (see (7)), again
from the dispersion equation (6) one has that C = 1 and Ω = −β. In this case, the solutions of

the Ginzburg-Landau equation (3) of the form A(t, r, ϕ) := eiΩtÂ(r, ϕ) are such that Â satisfies

∂2
r Â+

1

r
∂rÂ+

1

r2
∂2
ϕÂ+ Â− Â|Â|2 = 0.

For any n ∈ N, this equation has a solution of the form Â(r, ϕ) = f(r)einϕ with f(0) = 0,
limr→∞ f(r) = 1. Indeed, the equation that f satisfies,

f ′′ +
1

r
f ′ − n2

r2
f + f − f3 = 0,

is a particular case of the equation studied in [AB11], proving that there exists a unique solution

satisfying the conditions in Theorem 1.3 when q = 0. Therefore, plotting Re(Â(r, ϕ)) one finds

the surface depicted in the left image of Figure 3. We note that contour lines of Re(Â(r, ϕ) are
straight lines emanating from the origin.

However, if q 6= 0, Θ(r; q) is not constant anymore and the contour lines bend and become
the already mentioned archimedian spirals, as the ones depicted in the right image of Figure 3.
This is why q is usually denoted as the twist parameter of the spiral.

2. Spiral waves as solutions of ordinary differential equations

Next lemma characterizes the form of the possible wave train solutions of equations of (4):
6



q = 0 q 6= 0

Figure 3. Real part of the solutions of equation (2) when q = 0 and for q 6= 0.
The picture shows

(
~x,Re(A(t, ~x)eiΩt)

)
Lemma 2.1. The wave trains associated to (3) have a unique mode, namely, they are of the
form A(t, r) = Cei(Ωt−k∗r) with k∗ ∈ R and the constants C,Ω 6= 0 satisfy the relations (6).

Proof. Assume that A∗(ξ) =
∑

`∈Z a
[`]ei`ξ, a[`] ∈ C, and let A(t, r) the wave train defined

through A∗, that is A(t, r) = A∗(Ω̂t − k̂∗r). Since A(t, r) has to be a solution of (4), we have
that, for all ` ∈ Z

i`Ω̂a[`] = −(1 + iα)k̂2
∗`

2a[`] + a[`] − (1 + iβ)|A|2a[`],

With |A|2 = |A(t, r)|2 = A(t, r)A(t, r) the complex modulus. Assume that a[`1], a[`2] 6= 0 for
some `1, `2. Then

i`1Ω̂ = −(1 + iα)k̂2
∗`

2
1 + 1− (1 + iβ)|A|2,

i`2Ω̂ = −(1 + iα)k̂2
∗`

2
2 + 1− (1 + iβ)|A|2.

This implies that

Ω̂`1 = −αk̂2
∗`

2
1 − β|A|2, 0 = −k̂2

∗`
2
1 + 1− |A|2

Ω̂`2 = −αk̂2
∗`

2
2 − β|A|2, 0 = −k̂2

∗`
2
2 + 1− |A|2

and as a consequence 0 = −k̂2
∗(`

2
1 − `2

2) so, if k̂∗ 6= 0, `1 = ±`2. If k̂∗ = 0, then we have that

Ω̂(`1 − `2) = 0 so that `1 = `2 and we are done (recall that Ω̂ 6= 0). If `1 = −`2, we deduce

that Ω̂`1 = Ω̂`2 = −Ω̂`1 which implies that `1 = 0 and hence A(t, r) is constant which is a
contradiction with Definition 1.1. Therefore `1 = `2 and A(t, r) has only one mode indexed by
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`. Defining Ω = `Ω̂ and k∗ = `k̂∗ the wave train is expressed as A(t, r) = Cei(Ωt−k∗r). Imposing
that A(t, r) is a solution of (4), we obtain

Ω = −αk∗ − β|A|2, 0 = −k2
∗ + 1− |A|2.

Using that |A| = C, we have that C =
√

1− k2
∗ and Ω = −β + k2

∗(β − α). �

We fix now C,Ω and k∗ such that they satisfy the relations in (6), namely

(11) C2 = 1− k2
∗, Ω = −β + k2

∗(β − α)

and the associated wave train is

A∗(Ωt− k∗r) = Cei(Ωt−k∗r).

By Lemma 2.1 and Definition 1.2 of Archimedian spiral wave, in this paper we look for single
mode spiral wave solutions of the form

(12) A(t, r, ϕ) = f(r; q)ei(Ωt+nϕ+Θ(r;q)),

with

lim
r→∞

f(r; q) =
√

1− k2
∗, lim

r→∞
Θ′(r; q) = −k∗.

Remark 2.2. By Definition 1.2, an archimedian spiral wave associated to the wave train
A∗(Ωt− k∗r) = Cei(Ωt−k∗r), satisfies

A(t, r, ϕ) = As(r,Ωt+ nϕ) =
∑
`∈Z

a[`](r)ei`(Ωt+nϕ) =
∑
`∈Z

f [`](r)ei`(Ωt+nϕ)+iθ`(r)

with f [`](r) ≥ 0 for all ` ∈ Z,

lim
r→∞
|f [1](r)− C| = lim

r→∞
|a[1](r)e−iθ1(r) − C| = 0,

with θ1(r) such that limr→∞ θ
′
1(r) = −k∗, and, for ` 6= 1,

lim
r→∞

a[`](r) = 0.

The spiral waves we are looking for, that is, of the form provided in (12), are the ones where
a[`] ≡ 0, for ` 6= 1. These single mode solutions are the ones that were studied in previous works
by authors [NK81, Gre81a, Hag82, ABMS16].

We look for the equations that f and Θ have to satisfy in order for A(t, r, ϕ) of the form (12)
to be a solution of (3). We recall the definition of q provided in (7)

(13) q =
β − α
1 + αβ

.
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Lemma 2.3. Assume that |α − β| < 1. Let Ω 6= 0, k∗ be constants satisfying (11) and
A(t, r, ϕ) a solution of the Ginzburg-Landau equation in polar coordinates (3) of the form (12).
We introduce

a =

(
1 + α2

1− Ωα

)1/2

.

Then the functions

f(r; q) =

(
1 + αβ

1− Ωα

)1/2

f(ar; q), χ(r; q) = Θ(ar; q),

satisfy the ordinary differential equations

f ′′ +
f ′

r
− f n

2

r2
+ f(1− f 2 − v2) = 0,(14a)

fv′ + f
v

r
+ 2f ′v + qf(1− f 2 − k2) = 0.(14b)

with v = χ′ and k ∈ [−1, 1] satisfying the relations

q(1− k2) = − Ω + α

1− Ωα
, k∗ =

k

(1− αq(1− k2))1/2
.

Proof. We first note that, for |α − β| < 1, we have that 1 + αβ > 0. In addition, 1− Ωα > 0.
Indeed, according to (11),

1− Ωα = 1− α(−β + k2
∗(β − α)) = 1 + αβ − αβk2

∗ + α2k2
∗ = 1 + αβ(1− k2

∗) + α2k2
∗.

Therefore, if αβ ≥ 0, using that k∗ < 1 (see again (11)), we have that 1 − Ωα > 0. When
αβ < 0, since 1 + αβ > 0,

1− Ωα = 1− |αβ|(1− k2
∗) + α2k2

∗ > 1− |αβ| = 1 + αβ > 0.

Consider the rotating frame with the scalings

B(r, ϕ) = δe−iΩtA (t, ar, ϕ) .

Since A is solution of (3), B is a solution of

∂2
rB +

1

r
∂rB +

1

r2
∂2
ϕB + a2 1− iΩ

1 + iα
B − δ−2a2 1 + iβ

1 + iα
B|B|2 = 0

or equivalently

∂2
rB +

1

r
∂rB +

1

r2
∂2
ϕB + a2 1− Ωα− i(Ω + α)

1 + α2
B − a2 1 + αβ + i(β − α)

δ2(1 + α2)
B|B|2 = 0.

Then, choosing

a2 =
1 + α2

1− Ωα
, δ2 = a2 1 + αβ

1 + α2
=

1 + αβ

1− Ωα
9



and denoting

(15) Ω̂ = −a2 Ω + α

(1 + α2)
= − Ω + α

1− Ωα
, q = a2 β − α

δ2(1 + α2)
=

β − α
1 + αβ

.

the function B has to satisfy the equation

∂2
rB +

1

r
∂rB +

1

r2
∂2
ϕB + (1 + Ω̂i)B − (1 + qi)B|B|2 = 0.

Finally, writing
B(r, ϕ) = f(r; q)ei(±nϕ+χ(r;q))

we obtain that f and χ satisfy the ordinary differential equations

f ′′ +
f ′

r
− f n

2

r2
+ f
(
1− f 2 − (χ′)2

)
= 0,

2f ′χ′ + fχ′′ +
1

r
fχ′ + Ω̂f − qf 3 = 0.

Notice that

(16) Ω̂ =
(β − α)

1− Ωα
(1− k2

∗)

and then Ω̂ and q have the same sign as β − α. Introducing v = χ′ and k ∈ [−1, 1] by the

relation Ω̂ = q(1− k2), the above equations are the ones in (14).
To finish, we deduce the relation between k∗ and k. First we note that

1− Ω̂α = 1− qα(1− k2) =
1 + αβ − α(β − α)(1− k2)

1 + αβ
=

1 + α2(1− k2) + αβk2

1 + αβ
> 0.

Then, since

Ω = − α + Ω̂

1− αΩ̂
= − α + q(1− k2)

1− αq(1− k2)
,

using that Ω = −β + k2
∗(β − α)

k2
∗(β − α) =

β − αβq(1− k2)− α− q(1− k2)

1− αq(1− k2)
=
β − α− q(1− k2)(1 + αβ)

1− αq(1− k2)
.

When α 6= β, by definition of q, we have that

k2
∗ =

k2

1− αq(1− k2)
.

For the case q = 0, we simply define k = k∗ which is consistent with the above definitions. �

Remark 2.4. Spiral wave solutions of λ − ω systems in (10) can be written in terms of a
system of ordinary differential equations by writing the system (10) in complex form, that is,
denoting A = u1 + iu2

∂tA = (λ(f) + iω(f))A+ ∆A.
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Then considering the change to polar coordinates ~x = (r cosϕ, r sinϕ) and looking for solutions
of the form provided in (9), this yields the following system of ordinary differential equations:

(17)
f ′′ +

f ′

r
− f n

2

r2
+ f(λ(f)− (χ′)2) = 0,

fχ′′ + f
χ′

r
+ 2f ′χ′ + f(ω(f)− Ω) = 0.

The equations (14) correspond to equations (17) in the particular case λ(z) = 1 − z2 and
ω(z) = Ω + q(1− k2 − z2).

An important observation is that when q = 0 (see (15) for the definition of q) equation (14b)
simply reads

fv′ + f
v

r
+ 2f ′v =

(rf 2v)′

rf
= 0,

and therefore rf 2v = ctant. Therefore, given that the solutions that we are looking for must
be bounded at r = 0, the only possible solution is therefore v ≡ 0. Also, substituting in (14a)
one finds that

f(r; 0) = f0(r),

is the solution of

f ′′0 +
f ′0
r
− f0

n2

2r2
+ f0(1− f 2

0 ) = 0.(18)

In the previous paper [AB11] (see also [ABMS16]), the existence of solutions of the above differ-
ential equation was stated (in fact a more general set of differential equations was considered)
under the boundary conditions

(19) f0(0) = 0, lim
r→∞

f0(r) = 1,

satisfying in addition

(20) f0(r) = 1− n2

2r2
+O(r−4), r →∞.

In this new setting, Theorem 1.3 is a straightforward consequence of the following result which,
moreover, provides a more detailed information on the constant Cn.

Theorem 2.5. Let n ∈ N ∪ {0}. There exist q0 > and a function κ : [0, q0] → R satisfying
κ(0) = 0, and

κ(q) =
2

q
e−

Cn
n2
−γe−

π
2n|q| (1 +O(q)),

with γ the Euler’s constant and

Cn = lim
r→∞

(∫ r

0

ξf 2(ξ; 0)(1− f 2(ξ; 0)) dξ − n2 log r

)
11



such that if k = κ(q), then the system (14) subject to the set of boundary conditions

f(0; q) = v(0; q) = 0,

lim
r→∞

f(r; q) =
√

1− k2, lim
r→∞

v(r; q) = −k

has a solution. In addition such a solution satisfies that v(r; q) has constant sign, f(r; q) > 0,
f ′(r; q) > 0 and, as a consequence, limr→∞ f

′(r; q) = 0.

Remark 2.6. We do not need to impose the extra boundary condition limr→∞ f
′(r; q) = 0

which, as we will see along the proof of Theorem 2.5, is a consequence of imposing that the
solution satisfies limr→∞(f(r; q), v(r; q)) = (

√
1− k2,−k).

Proof of Theorem 1.3 as a Corollary of Theorem 2.5. We first emphasize the fact that equa-
tions (14) remain unaltered when (v, q) is substituted by (−v,−q). Therefore one can consider
q ≥ 0 without loss of generality.

From the property in (20) as r →∞, it is clear that the constant Cn ∈ R. From Theorem 2.5
and Lemma 2.3 we have that if

κ∗(q) := κ(q) (1− αq(1− κ(q))−1/2

then there exists a spiral wave of the form (9) satisfying limr→∞ f ′(r; q) = 0, f(0; q) = Θ(0; q) = 0
and

lim
r→∞

f(r; q) =
√

1− κ(q)2

(
1− Ωα

1 + αβ

)1/2

, lim
r→∞

Θ′(r; q) = −κ(q)

(
1− Ωα

1 + α2

)1/2

.

Since κ∗(q) has the same first order expression as κ(q) provided q is small enough, the expression
for κ∗(q) in Theorem 1.3 follows from the one for κ(q).

We now check that k∗ = κ∗(q) and k = κ(q) satisfy

1− k2
∗ = (1− k2)

1− Ωα

1 + αβ
, −k∗ = −k

(
1− Ωα

1 + α2

)1/2

.

Indeed, from Lemma 2.3 and using definition (13) of q, we have that, if q 6= 0

1− k2 = −1

q

α− β + k2
∗(β − α)

1− Ωα
= (1− k2

∗)
(1 + αβ)

1− Ωα

and the first equality is proven. With respect to the second one, we have to prove that

(1− Ωα)(1− αq(1− k2)) = 1 + α2.

The equality holds true for α = 0. When α 6= 0 we have to prove that

0 = −(Ω + q(1− k2)) + α(Ωq(1− k2)− 1) = −(Ω + α)− q(1− k2)(1− Ωα)

which from Lemma 2.3 is true. The implies that if the wavenumber k∗ = κ∗(q), then there is a
spiral wave of (2) with such a wavenumber.

For the uniqueness of the function κ∗(q) we use Theorem 3.1 in [NK81] and Lemma 2.1
in [ABMS16], related to λ−ω systems as (17), with the assumptions λ(1) = 0, λ′(z), ω′(z) < 0,

12



for z ∈ (0, 1] and |ω′(z)| = O(|q|). The result in [ABMS16] says that, if system (17) has solution
under the boundary conditions

lim
r→∞

f(r) = f∞, lim
r→∞

f ′(r) = 0, lim
r→∞

v(r) = v∞

then f∞ is such that ω(f∞) = Ω and v2
∞ = λ(f∞). The result in [NK81] states that there exists

a unique function, v∞(q), such that the system (17) has solution under the boundary conditions

lim
r→∞

f(r) = f∞, lim
r→∞

f ′(r) = 0, lim
r→∞

χ′(r) = v∞(q)

and f, v regular at r = 0. Applying these results to our case, λ(z) = 1 − z2 and ω(z) =
Ω + q(1− k2 − z2), Theorem 1.3 is proven. �

After more than forty years, Theorems 2.5 and 1.3 finally provide a rigorous proof of the
explicit asymptotic expressions widely used for k(q) and k∗(q). Furthermore, the rigorous
matching scheme used in this paper opens the door to showing without much extra effort the
equivalent result for spiral waves in the more general setting of λ− ω systems.

3. Main ideas in the proof of Theorem 2.5

To prove Theorem 2.5 we need to study the existence of solutions of equations (14) with
boundary conditions:

(21)
f(0; k, q) = v(0; k, q) = 0,

lim
r→∞

f(r; k, q) =
√

1− k2, lim
r→∞

v(r; k, q) = −k.

The strategy of the proof is as follows. We split the domain r ≥ 0 in two regions limited by
a convenient value r0 � 1:

• A far-field (outer region) given by

(22) r ∈ [r0,∞), where lim
r→∞

f(r; k, q) =
√

1− k2, lim
r→∞

v(r; k, q) = −k,

are the only boundary conditions that are imposed.
• An inner region defined as

(23) r ∈ [0, r0], where f(0; k, q) = v(0; k, q) = 0

are the boundary conditions.

The concrete value of r0 = 1√
2
eρ/q with ρ = ( q

| log q|)
1
3 will be explained in Section 4.3.

We shall obtain two families of solutions (see Theorems 4.2 and 4.4), depending on free
parameters a,b ∈ R, namely:

• f out(r, a; k, q), ∂rf
out(r, a; k, q), vout(r, a; k, q) for the outer region satisfying (22) and

• f in(r,b; k, q), ∂rf
in(r,b; k, q), vin(r,b; k, q) for the inner region satisfying (23),

13



which, upon matching them in the common point r = r0 = r0(q), provides a system with three
equations and three unknowns (a,b, k):

f in(r0,b; k, q) =f out(r0, a; k, q)

∂rf
in(r0,b; k, q) =∂rf

out(r0, a; k, q)

vin(r0,b; k, q) =vout(r0, a; k, q)

for any q small enough. Therefore, having fixed q, this system provides the other three free
parameters, a∗,b∗ and, more importantly, k∗. Consequently, for such value of k = k∗, we have
a solution of the differential equation system (14) defined for all r ≥ 0 as:

(24) (f(r; k, q), v(r; k, q)) =

{(
f in(r,b∗; k∗, q), vin(r,b∗; k∗, q)

)
if r ∈ [0, r0](

f out(r, a∗; k∗, q), vout(r, a∗; k∗, q)
)

if r ≥ r0.

satisfying the boundary conditions (21). This proves the existence result in Theorem 2.5.
The concrete properties of the solution (f, v) shall be proven using the form of (f in, vin) and
(f out, vout) by means of suitable first orders of them.

Before stating the main results which provide Theorem 2.5, in Section 4, in the next subsec-
tion we give some intuition about how we obtain the value of k = k(q).

3.1. The asymptotic expression for k = k(q). One can find in the literature different heuris-
tic arguments, based on (formal) matched asymptotic expansions techniques, which motivate
the particular asymptotic expression for the parameter k:

k = k(q) =
µ

q
e−

π
2nq (1 +O(q)),

with µ ∈ R a finite parameter independent of q (see for instance [Hag82]). However, in this
section we explain the particular deduction that is most consistent with the rigorous proof
provided in the present work which we obtain by performing a change of parameter k = µ

q
e−

π
2nq

and finding the value of µ that solves the problem.
We begin, as we explained at the beginning of Section 3, by looking for solutions of equa-

tions (14) which satisfy the boundary conditions (22) at r = ∞. Therefore, we focus on the
solutions departing infinity like

(25) lim
r→∞

f(r; k, q) = f∞ =
√

1− k2, lim
r→∞

v(r; k, q) = v∞ = −k,

which we shall denote as the outer solutions. We introduce a new parameter

(26) ε = kq,

and perform the scaling

(27) R = εr, V (R) = k−1v(R/ε), F (R) = f(R/ε),
14



to equations (14). We obtain

ε2

(
F ′′ +

F ′

R
− F n

2

R2

)
+ F (1− F 2 − k2V 2) = 0,(28a)

ε2

(
V ′ +

V

R
+ 2

V F ′

F
− 1

)
+ q2(1− F 2) = 0.(28b)

If ε 6= 0 one can use the actual value of 1 − F 2 provided by equation (28a) to recombine
equations (28a) and (28b) to obtain the equivalent system:

ε2

(
F ′′ +

F ′

R
− F n

2

R2

)
+ F (1− F 2 − k2V 2) = 0,(29a)

V ′ +
V

R
+ V 2 + q2 n

2

R2
− 1 =

q2

F

(
F ′′ +

F ′

R

)
− 2V

F ′

F
.(29b)

By virtue of (25) we look for bounded solutions of equations (29) satisfying:

(30) lim
R→∞

F (R; k, q) =
√

1− k2, lim
R→∞

V (R; k, q) = −1.

It is easy to prove (compare with Proposition 4.1) that the formal asymptotic expansion of
bounded solutions at infinity satisfy

F (R; k, q) ∼
√

1− k2 − k2

2R
√

1− k2
+O(ε2/R2), as R→∞

V (R; k, q) ∼ −1− 1

2R
+O(ε2/R2), as R→∞.

(31)

We note that equation (29a) is singular in ε. In particular, if ε = 0, and therefore k = 0, either
F = 0, which is a trivial solution we are not interested in, or 1− F 2(R) = 0, which also gives
a non interesting solution. But, if we write equation (29a) as

ε2

(
F ′′ +

F ′

R

)
+ F

(
−ε

2n2

R2
+ 1− F 2 − k2V 2

)
= 0,

we observe that the asymptotic conditions (31) suggest that the terms ε2F ′/R and ε2F ′′ are of
higher order in k, and therefore in ε, than the rest. Therefore we will take as first approximation
the solution of:

−ε
2n2

R2
+ 1− F 2 − k2V 2 = 0

which gives our candidate to be the main part of the outer solution we are looking for:

(32) F0(R) = F0(r; k, q) =

√
1− k2V 2

0 (R; q)− ε2
n2

R2
.

15



Then, neglecting again the terms of order depending on F ′ and F ′′ in equation (29b), a natural
definition for V0 is the solution of the Ricatti equation

(33) V ′0 +
V0

R
+ V 2

0 + q2 n
2

R2
− 1 = 0, such that lim

R→∞
V0(R; q) = −1.

Observe that the boundary condition for V0 gives:

lim
R→∞

F0(R; k, q) =
√

1− k2

as it was expected.
A solution of (33) is given by (see, for instance [AS64])

(34) V0(R; q) =
K ′inq(R)

Kinq(R)
,

with Kinq the modified Bessel function of the first kind. It is a well known fact that (see (43)),

Kν(R) =

√
π

2R
e−R

(
1 +O(R−1)

)
, as R→∞

for any ν ∈ C, where O(R−1) is uniform as ν → 0. Therefore the functions (F0, V0) satisfy the
boundary conditions (30).

We go back to our original variables through the scaling (27) and define:

(35) f out
0 (r; k, q) = F0(εr; k, q) = F0(kqr; k, q), vout

0 (r; k, q) = kV0(εr; q) = kV0(kqr; q)

with

(36) lim
r→∞

vout
0 (r; k, q) = −k, lim

r→∞
f out

0 (r; k, q) =
√

1− k2.

The precise properties of the dominant terms f out
0 , vout

0 will be exposed in Proposition 4.1.
An important observation if r � 1 but kr is small enough, is that the function vout

0 (r; k, q) has
the following asymptotic expansion (a rigorous proof of this fact will be done in Proposition 4.1,
see (46)):

vout
0 (r; k, q) = −n

r
tan
(
nq log r + nq log kq +

π

2
− θ0,nq

)
[1 +O(q2)]

with θ0,nq = arg (Γ(1 + inq)) = −γnq + O(q2), Γ is the Euler’s Gamma function, and γ the
Euler’s constant.

We now deal with the inner solutions of (14) departing the origin satisfying f(0; k, q) =
v(0; k, q) = 0. For moderate values of r, the inner problem is perturbative with respect to
the parameter q. For that reason, to define the dominant term of the inner solutions we first
consider the case q = 0. Let us now recalling that in [ABMS16] it was proven that, when q = 0,
system (14) has a solution (f, v) with boundary conditions (21) if and only if k = k(0) = 0. In
this case, v = v(r; 0, 0) = 0 and f0(r) = f(r; 0, 0) satisfies the boundary conditions (19) and
the second order differential equation (18), that is:

(37) f ′′0 +
f ′0
r
− f0

n2

r2
+ f0(1− f 2

0 ) = 0, f0(0) = 0, lim
r→∞

f0(r) = 1

16



As we already mentioned, the existence and properties of f0 were studied in the previous
work [AB11].

As v(r; 0, 0) ≡ 0 (q = 0), we write v(r; k, q) = qv(r; k, q) so the system (14) reads

f ′′ +
f ′

r
− f n

2

r2
+ f(1− f 2 − q2v2) = 0,

fv′ + f
v

r
+ 2vf ′ + f(1− f 2 − k2) = 0.

Let us now consider (f0(r), v0(r; k)), the unique solution of this system when q = 0 satisfy-
ing (37) and

(38) v′0 +
v0

r
+ 2v0

f ′0
f0

+ (1− f 2
0 − k2) = 0, v0(0; k) = 0.

In [AB11] it was proven that f0(r) > 0, for r > 0 and f0(r) ∼ α0r
n, as r → 0, thus, the function

(39) v0(r; k) =
1

rf 2
0 (r)

∫ r

0

ξf 2
0 (ξ)(1− f 2

0 (ξ)− k2) dξ

satisfies (38) and v0(0; k) = 0. We then define the functions, whose properties are stated in
Proposition 4.3.

(40) f in
0 (r) = f0(r), vin

0 (r; k, q) = qv0(r; k).

In Proposition 4.3, will be proven that, if r � 1 but kr is small enough, the function
vin

0 (r; k, q) has the following asymptotic expansion, see (54):

(41) vin
0 (r; k, q) = −qn

2(1 + k2)

r
log r +

qCn
r
− k2q

2
r + qO(r−3 log r) + qk2O(r−1)

with Cn defined in Theorem 2.5.
We emphasize that we expect the functions vout

0 and vin
0 to be the first order of the functions

vout and vin in the outer and inner domains of r. Therefore, a natural request is that they “co-
incide up to first order” in some large enough intermediate point, r0, such that kr0 and q log r0

are still small enough quantities. With these hypotheses and using the previous asymptotic
expansion (41) we obtain:

vin
0 (r0; k, q) =

q

r0

[
−n2 log r0 + Cn +HOT

]
where the terms in HOT are small provided kr0 is small. With respect to vout

0 , using that
θ0,nq = −γnq +O(q2), we have that

vout
0 (r0; k, q) =

q

r0

[
−n
q

tan
(
nq log r0 + nq log kq +

π

2
+ nqγ +O(q2)

)
[1 +O(q2)]

]
Observe that if nq log kq + π

2
= O(q) = mq, upon Taylor expanding the tangent function one

obtains:
vout

0 (r0; k, q) = − q

r0

[
n2 log r0 + nm+ n2γ +HOT

]
17



and then it is possible to make vout
0 (r0)− vin

0 (r0) = 0 because the “large” term n2 log r0 is then
canceled.

The last observation of this section is that taking kq = µe−
π

2nq gives nq log kq+ π
2

= nq log µ =
O(q). For this reason, during the proof of Theorem 2.5 in the next sections, we will rewrite the
parameter k using this expression:

(42) kq = µe−
π

2nq

and our unknown will be the new parameter µ.

4. Proof of Theorem 2.5: Matching argument

In order to prove Theorem 2.5 following the strategy explained in Section 3, we provide the
precise statements about the existence of the families of solutions (f out, vout) in the outer re-
gion (22) (Section 4.1) and (f in, vin) defined in the inner region (23), see Section 4.2. Moreover,
since our method relies on finding good enough dominant solutions, (f out

0 , vout
0 ) and (f in

0 , v
in
0 ), we

set all the properties of them we will need in our study in Proposition 4.1 and 4.3 respectively.
The proofs of the mentioned results are postponed to different sections.

After that, in Sections 4.3 and 4.4, the rigorous matching of the dominant terms is done.
Finally in Section 4.5, we finish the proof of Theorem 2.5.

The modified Bessel functions Iν , Kν , see [AS64], play an important role in our proofs. From
now on we shall use that for any ν ∈ C, there exists z0 > 0 (see [AS64]), such that
(43)

Kν(z) =

√
π

2z
e−z
(

1 +
4ν2 − 1

8
+O

(
1

z2

))
, Iν(z) =

√
1

2πz
ez
(

1 +O
(

1

z

))
, |z| ≥ z0,

where, for |ν| ≤ ν0 the O(1/z) terms are bounded by M
|z| for |z| ≥ z0 and M, z0 only depends

on ν0. In addition, when ν ∈ N,

(44) Kν(z) = O(z−ν), Iν(z) = O(zν), |z| → 0

where, again, O(zν) is uniform for ν ≤ ν0.
From now on we denote by M a constant independent on q, k that can (and will) change its

value along the proof. In addition when the notation O(·) is used, means that the terms are
bounded uniformly everywhere the function is studied.

4.1. Outer solutions. We begin the proof of Theorem 2.5, studying the dominant terms
f out

0 , vout
0 defined in (35)in the outer region (see (22)).

Proposition 4.1. For any µ0, µ1 > 0 and ρ� 1, there exists q0 = q0(µ0, µ1, ρ0) > 0 such that
for any µ ∈ [µ0, µ1] and q ∈ (0, q0], the functions vout

0 (r; k, q) and f out
0 (r; k, q) defined in (35)

with k = µe−
π

2nq , satisfy the following properties:
18



(1) There exists % = %(µ0, µ1) > 0 such that for kqr ≥ %,

(45)

vout
0 (r; k, q) = −k − 1

2qr
+ kO

(
1

(kqr)2

)
,

f out
0 (r, k, q) =

√
1− k2

(
1− k

2qr(1− k2)

)
+O

(
1

(qr)2

)
.

(2) For 2q−1e−
n

2nq ≤ kr ≤ qn2, we have that

(46) vout
0 (r; k, q) = −n

r
tan
(
nq log r + nq log

(µ
2

)
− θ0,nq

)
[1 +O(q2)]

with θ0,nq = arg (Γ(1 + inq)) = −γnq + O(q2) where Γ is the Euler’s Gamma function
and γ the Euler’s constant.

(3) For r such that kqr ≥ ρ0e
− π

2nq , we have that ∂rv
out
0 (r; k, q) > 0, vout

0 (r; k, q) < −k,
∂rf

out
0 (r; k, q) > 0.

(4) On the same conditions of item 3 there exists a constant M = M(ρ0, µ0, µ1) > 0 such

that if kqr ≥ kqrmin ≥ ρ0e
− π

2qn then

|vout
0 (r; k, q)|, |r∂rvout

0 (r; k, q)|, |r2∂2
rv

out
0 (r; k, q)| ≤Mr−1

min

and

|r(vout
0 (r; k, q) + k)|, |r2∂rv

out
0 (r; k, q)|, |r3∂2

rv
out
0 (r; k, q)| ≤Mq−1

With respect to f out
0 , we have that f out

0 (r; k, q) ≥ 1/2,

|r2∂rf
out
0 (r; k, q)|, |r3∂2

rf
out
0 (r; k, q)| ≤Mq−1r−1

min

and
|1− f out

0 (r; k, q)|, |r∂rf out
0 (r; k, q)|, |r2∂2

rf
out
0 (r; k, q)| ≤Mr−2

min.

The proof of this proposition is postponed to Appendix A and it involves a careful study of
the Bessel functions Kinq.

Once (f out
0 , vout

0 ) is studied, we look for solutions in the outer region satisfying boundary con-
ditions (22). This is the contain of the following theorem which gives the existence and bounds
of a one parameter family of solutions of equations (14), which stay close to the approximate
solutions (f out

0 (r; k, q), vout
0 (r; k, q)) given in (35) for all r ≥ r2, being r2 any number such that

r2 = O(ε1−α) with 0 < α < 1 satisfying that q−1ε1−α → 0 when q → 0.

Theorem 4.2. For any η > 0, 0 < µ0 < µ1, there exist q0 = q0(µ0, µ1, η) > 0, e0 =
e0(µ0, µ1, η) > 0 and M = M(µ0, µ1, η) > 0 such that, for any µ ∈ [µ0, µ1] and q ∈ [0, q0]

if we take ε = µe−
π

2nq and α ∈ (0, 1) satisfying

(47) q−1ε1−α < e0,

taking r2 as

(48) r2 = εα−1,
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and a satisfying

(49) |a| ≤ ηr
−3/2
2 er2

√
2 ,

equations (14) have a family of solutions (f out(r, a; k, q), vout(r, a; k, q)) defined for r ≥ r2 which
are of the form

f out(r, a; k, q) = f out
0 (r; k, q) + gout(r, a; k, q),

vout(r, a; k, q) = vout
0 (r; k, q) + wout(r, a; k, q).

(50)

where f out
0 , vout

0 are defined in (35). The functions gout, wout satisfy

|r2gout(r, a; k, q)|, |r2∂gout(r, a; k, q)| ≤M, |r2wout(r, a; k, q)| ≤Mq−1(η + q−1ε1−α).

We can also decompose

(51) gout(r, a; k, q) = K0(r
√

2)a + gout
0 (r; k, q) + gout

1 (r, a; k, q),

where K0 is the modified Bessel function of first kind ([AS64]), and gout
0 (r; k, q) is an explicit

function independent of η. Also,

(i) there exists q∗0 = q∗0(µ0, µ1) > 0, and M0 = M0(µ0, µ1) such that, for q ∈ [0, q∗0],

(52) |r2gout
0 (r; k, q)|, |r2∂gout

0 (r; k, q)| ≤M0ε
1−αq−1,

(ii) and for q ∈ [0, q0],

(53) |r2gout
1 (r, a; k, q)|, |r2∂gout

1 (r, a; k, q)| ≤M1ε
1−αq−1e−r2

√
2r

3/2
2 |a|,

where M1 = M1(µ0, µ1, η) depends on µ0, µ1, and η.

With respect to wout, it can be decompose as wout = wout
0 + wout

1 satisfying that for q ∈ [0, q0]

|r2wout
0 (r, a; k, q)| ≤M2q

−1e−r2
√

2r
3/2
2 |a|, |r2wout

1 (r, a; k, q)| ≤M2ε
1−αq−2

with M2 = M2(µ0, µ1, η).

Theorem 4.2 is proved in Section 5 by performing the scaling (27) and studying the solutions
of the outer equations (29) with initial conditions (30) near the functions F0, V0 given in (32)
and (34). The proof is done though a fixed point argument in a suitable Banach space.

We emphasize that as, when r → ∞, gout and wout have limit zero, and f out
0 and vout

0

satisfy (36) then (f out, vout) satisfy the boundary conditions (21). With this result in mind we
now proceed with the study of the behaviour of solutions of (14) departing r = 0, also called
inner solutions.
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4.2. Inner solutions. We now deal with the families of solutions of (14) departing the origin,
satisfying the boundary condition f(0) = v(0) = 0 that are defined for values of r in the inner
region (see 23).

We first set the properties of f in
0 , v

in
0 , the dominant terms in the inner region defined in (40),

that will mostly be used throughout this proof.

Proposition 4.3. For any µ0, µ1 > 0, there exists q0 = q0(µ0, µ1) > 0 such that for any

µ ∈ [µ0, µ1] and q ∈ [0, q0], the functions f in
0 (r), vin

0 (r; k, q) defined in (40) with k = µe−
π

2nq ,
satisfy the following properties:

(1) f in
0 (r), ∂rf

in
0 (r) > 0 for all r > 0. There exists cf > 0 such that:

f in
0 (r) ∼ cfr

n, r → 0, f in
0 (r) = 1− n2

2r2
+O(r−4), r →∞,

and

∂rf
in
0 (r) ∼ ncfr

n−1, r → 0, ∂rf
in
0 (r) =

n2

r3
+O(r−5), r →∞.

(2) If 0 < r ≤ n
k
√

2
, vin

0 (r; k, q) < 0. In addition, there exists a positive function cv(k) =

c0
v +O(k2) such that

vin
0 (r; k, q) ∼ −qcv(k)r, r → 0, |vin

0 (r; k, q)| ≤Mq
| log r|
r

, 1� r <
n

k
√

2

and

∂rv
in
0 (r; k, q) ∼ −qcv(k), r → 0, |∂rvin

0 (r; k, q)| ≤Mq
log r

r2
, 1� r <

n

k
√

2
.

(3) For 1� r ≤ n
k
√

2
, we have that

(54) vin
0 (r; k, q) = −qn

2(1 + k2)

r
log r +

qCn
r
− k2q

2
r + qO(r−3 log r) + qk2O(r−1)

with Cn defined in Theorem 2.5 and

∂rv
in
0 (r; k, q) = q

n2

r2
log r + qO(r−2)

The proof of this proposition is referred to Appendix B and mostly relies on previous
works [AB11] and [ABMS16].

The following theorem, whose proof is provided in Section 6, states that there exists a family
of solutions of (14), satisfying the boundary conditions at the origin, which remains close to the
approximate solutions (f in

0 (r), vin
0 (r; k, q)) given in (40), for all r ∈ [0, r1], being r1 = O(eρ/q)

for some ρ > 0 small enough.
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Theorem 4.4. For any η > 0, 0 < µ0 < µ1, there exist q0 = q0(µ0, µ1, η) > 0, ρ0 =
ρ0(µ0, µ1, η) > 0 and M = M(µ0, µ1, η) > 0 such that for any µ ∈ [µ0, µ1], q ∈ [0, q0] and

(55) ρ ∈ (0, ρ0),

taking ε = µe−
π

2nq , r1 as:

(56) r1 =
eρ/q√

2
,

and b satisfying

(57) |b|r3/2
1 e

√
2r1 ≤ η

(
√

2)3/2
q2(log

√
2r1)2 =

η

(
√

2)3/2
ρ2,

the system (14) has a family of solutions (f in(r,b; k, q), vin(r,b; k, q)) defined for r ∈ [0, r1] such
that f in(0,b; k, q) = vin(0,b; k, q) = 0,

(58) f in(r,b; k, q) = f in
0 (r) + gin(r,b; k, q), vin(r,b; k, q) = vin

0 (r; k, q) + win(r,b; k, q),

with f in
0 , v

in
0 defined in (40). The functions gin, win satisfy for all r ∈ [0, r1]∣∣gin(r,b; k, q)

∣∣ ≤Mq2,
∣∣win(r,b; k, q)

∣∣ ≤Mq3,

for 0 ≤ r < 1 ∣∣gin(r,b; k, q)
∣∣ ≤Mq2rn,

∣∣∂gin(r,b; k, q)
∣∣ ≤Mq2rn−1,∣∣win(r,b; k, q)

∣∣ ≤Mq3r,
∣∣∂win(r,b; k, q)

∣∣ ≤Mq3

and for 1� r ≤ r1∣∣gin(r,b; k, q)
∣∣ ≤Mq2 | log r|2

r2
,

∣∣win(r,b; k, q)
∣∣ ≤Mq3 | log r|3

r
.

In addition, there exists a function I satisfying

I ′(r1

√
2)Kn(r1

√
2)− I(r1

√
2)K ′n(r1

√
2) =

1

r1

√
2
,

|I(r1

√
2)|, |I ′(r1

√
2)| ≤MI

1
√
r1

er1
√

2,
(59)

for some constant MI , and where Kn is the modified Bessel function of first kind ([AS64]), such
that

(60) gin(r,b; k, q) = I(r
√

2)b + gin
0 (r; k, q) + gin

1 (r,b; k, q),

where gin
0 (r; k, q) is an explicit function which is independent of η. Also, for 1� r ≤ r1,

(i) there exists q∗0 = q∗0(µ0, µ1) > 0, and M0(µ0, µ1) such that, for q ∈ [0, q∗0],

(61) |gin
0 (r; k, q)|, |∂gin

0 (r; k, q)| ≤M0q
2 | log r|2

r2
,
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(ii) and for q ∈ [0, q0],

|gin
1 (r,b; k, q)|, |∂gin

1 (r,b; k, q)| ≤M1q
2| log q|ρ2 | log r|2

r2
,

where M1 = M1(µ0, µ1, η) depends on µ0, µ1, and η.

4.3. Matching point and matching equations. Observe that, given 0 < µ0 < µ1, the
results of Theorems 4.2 and 4.4 are valid for any value of k of the form k = ε

q
= µ

q
e−

π
2nq ,

µ ∈ [µ0, µ1] and q small enough. To end the proof of Theorem 2.5 we need to select the value
of µ, and therefore of k, which connects an outer solution (given by a particular value of a )
with an inner one (given by a particular value of b). To this end we need to have a non-empty
matching region, for which we shall impose r2 = r1, that is to say, εα−1 = eρ/q/

√
2. Then, using

that ε = µe−π/(2qn), one obtains

(62) α = α(ρ, µ, q) = 1− 2nρ

π

1− q ln(
√

2)
ρ

1− 2nq log(µ)
π

.

But, according to Theorem 4.2, it is also required that ε1−α/q < e0 � 1, which is equivalent to
impose that q, ρ satisfy:

q| ln(e0q
√

2)| < ρ .

Therefore, fixing any η > 0, since by (55), 0 < ρ < ρ0, the condition for q, ρ becomes:

(63) q| ln(e0q/
√

2)| < ρ < ρ0 .

We rename

(64) r0 := r1 = r2 =
eρ/q√

2
= εα−1 = µα−1e

π(1−α)
2qn ,

and we take

(65) ρ =

(
q

| log q|

)1/3

,

which satisfies the required inequalities (63). Therefore Theorems 4.2 and 4.4 are in particular
valid when taking α and ρ as given in (62) and (65), and r1 = r2 as given in (64), since all these
values satisfy conditions (47), (48), (55), and (56), if we take any a and b satisfying (49), (57),
provided q0 = q0(µ0, µ1, η) is small enough (we take the minimum of both theorems).

Once we have chosen the parameters ρ and α and the value of the matching point r0, the
next step is to prove that there exist a,b, k or equivalently, since k = ε/q = µe−

π
2qn , a,b, µ,

such that, for q small enough,

f out(r0, a; k, q) =f in(r0,b; k, q), ∂rf
out(r0, a; k, q) = ∂rf

in(r0,b; k, q),

vout(r0, a; k, q) =vin(r0,b; k, q).
(66)
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We stress that the existence results, Theorems 4.2 and 4.4, depend on the set of constants
µ0, µ1, η that are not defined yet. We shall fix them, in Section 4.4, as follows:

• First, we match the explicit dominant terms of the outer functions f out, vout, (see (50)
and (51)) with dominant terms of the inner functions f in, vin (see (58) and (60)):

(67)
K0(r0

√
2)a0 + f out

0 (r0; k, q) + gout
0 (r0; k, q) = I(r0

√
2)b0 + f in

0 (r0) + gin
0 (r0; k, q),

vout
0 (r0; k, q) = vin

0 (r0; k, q).

and

(68)

√
2K ′0(r0

√
2)a0 + ∂rf

out
0 (r0; k, q)+∂rg

out
0 (r0; k, q)

=
√

2I ′(r0

√
2)b0 + ∂rf

in
0 (r0) + ∂rg

in
0 (r0; k, q)

This is done in Section 4.4, where, in Proposition 4.5 we find a0,b0 and µ̄ such that,
taking the approximate value of k = µ̄q−1e−

π
2qn , equations (67) and (68) are solved.

Moreover we fix two values 0 < µ0 < µ1 such that, µ̄ ∈ [µ0, µ1].
• The obtained solutions a0,b0 satisfy conditions (49) and (57) for a particular value of η.

We will use these values, µ0, µ1, η in Theorems 4.2 and 4.4 to obtain families of solutions
f out, vout, f in, vin of equations (14).

Finally, the existence of the constants a, b and µ (that will be found to be close to a0, b0,
µ̄) satisfying the matching conditions (66) is provided by means of a Brouwer’s fixed point
argument in Section 4.5 (see Theorem 4.6).

4.4. Matching the dominant terms: setting the constants µ0, µ1, η. As we explained in
the previous section, the purpose of this section is to choose the constants µ0, µ1, η which appear
in Theorems 4.2 and 4.4 to obtain the families of solutions f out, vout, f in, vin of equations (14)
satisfying the suitable boundary conditions.

Next proposition gives the existence of solutions of equations (67) and (68).

Proposition 4.5. Take µ0 = e−
Cn
n2
−γ, µ1 = 3e−

Cn
n2
−γ, where Cn and γ are given in Theorem 2.5.

Then, there exists q∗1 = q∗1(µ1 µ2) and M̂(µ!, µ2) such that for 0 < q < q∗1, equations (67)
and (68) have a solution (a0,b0, µ̄) satisfying:

µ̄ ∈ [µ0, µ1], |a0| ≤ M̂ρ2r
−3/2
0 er0

√
2, |b0| ≤ M̂ρ2r

−3/2
0 e−r0

√
2,

where ρ is given in (65).

Proof. We first note that, by definitions of ρ and r0 in (64) and (65), respectively, we have

|nq log r0 + nq log(µ/2)− θ0,nq| = O(ρ) = O (q/| log q|)1/3 � 1.
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Then, using the asymptotic expressions 46 and 54 for vout
0 and vin

0 at r = r0 and recalling that

k = ε/q = µ̄q−1e−
π

2nq , we have that

vin
0 (r0; k, q)− vout

0 (r0; k, q) = −qn2 1 + k2

r0

log r0 + q
Cn
r0

− qk
2

2
r0

+
n

r0

(
nq log r0 + nq log

( µ̄
2

)
− θ0,nq

)
+ qO

(
log r0

r3
0

)
+ qk2O(r−1

0 ) +
1

r0

O
(∣∣∣nq log r0 + nq log

( µ̄
2

)
− θ0,nq

∣∣∣3 , q2

)
=− n2k2ρ

r0

+
q

r0

(
Cn + n2 log

( µ̄
2

)
− nθ0,nqq

−1
)
− qk

2

2
r0 + q3O

(
(log r0)3

r0

)
+

1

r0

O(q2, qk2)

=
q

r0

(
Cn + n2 log

( µ̄
2

)
− nθ0,nqq

−1
)

+
q

r0

O(| log q|−1).(69)

Therefore, the only possibility for µ̄ to solve vin
0 (r0; k, q)− vout(r0; k, q) = 0 is that

Cn + n2 log
( µ̄

2

)
− nθ0,nqq

−1 = O(| log q|−1)⇐⇒ µ̄ = 2e−
Cn
n2
−γ+O(| log q|−1),

where we have used that θ0,nq = −γnq +O(q2), or equivalently

µ̄ = 2e−
Cn
n2
−γ (1 +O(| log q|−1)

)
.

This last equality suggest that the parameter µ̄ has to belong to [µ0, µ1] with, for instance

(70) µ0 = e−
Cn
n2
−γ, µ1 = 3e−

Cn
n2
−γ.

For any µ̄ ∈ [µ0, µ1], we introduce now the (independent of η) function

(71) ∆0(r; k, q) = f in
0 (r)− f out

0 (r; k, q) + gin
0 (r; k, q)− gout

0 (r; k, q).

Then a0,b0 satisfying (67) and (68) are given by

(72)

(
a0

b0

)
=

1

d(r0)

(
I ′(r0

√
2)∆0(r0; k, q)− 1√

2
I(r0

√
2)∆′0(r0; k, q)

K ′0(r0

√
2)∆0(r0; k, q)− 1√

2
K0(r0

√
2)∆′0(r0; k, q)

)
with d(r0) = K0(r0

√
2)I ′(r0

√
2)−K ′0(r0

√
2)I(r0

√
2).

We first notice that by property (59) of the function I and using the asymptotic expan-

sion (43) for K0(r) and Kn(r) for r � 1, there exists M̂1 a constant such that

(73) 0 <
1

d(r0)
= r0

√
2

(
1 +O

(
1

r0

))
≤ r0

√
2 + M̂1.

25



Now we estimate ∆0. We first note that, by estimate (46) of vout
0 , if q is small enough,

|vout
0 (r0; k, q)| ≤ M̂2

ρ

r0

≤ 1

4

with M̂2 a constant that only depends on µ0, µ1. Then, by item 1 of Proposition 4.3 along with
the definition (35) of f out

0 , we have that, for q small enough,∣∣f in
0 (r0)− f out

0 (r0; k, q)
∣∣ ≤ ∣∣∣∣∣1− n2

2r2
0

−

√
1− (vout

0 (r0; k, q))2 − n2

r2
0

∣∣∣∣∣+

∣∣∣∣f in
0 (r0)− 1 +

n2

2r2
0

∣∣∣∣
≤ M̂3|vout

0 (r0, k)|2 +
M̂4

r4
0

≤ M̂5
ρ2

r2
0

.

The constant M̂5 only depends on µ0, µ1. Therefore, by bounds (52) and (61) in Theorems (4.2)
and (4.4)

(74)

|∆0(r0; k, q)| ≤ |f in
0 (r0)− f out

0 (r0; k, q)|+ |gin
0 (r0; k, q)|+ |gout

0 (r0; k, q)|

≤ M̂5
ρ2

r2
0

+M0q
2 | log r0|2

r2
0

+M0
ε1−α

qr2
0

≤ M̂6
ρ2

r2
0

,

where we have used that

r−1
0 = ε1−α = e−ρ/q = e−1/(q2/3| log(q)|1/3) = O(q`), for any ` > 0.

Moreover, since, as established in Theorems 4.2 and 4.4, for 0 < q ≤ q∗0(µ0, µ1), M0 only depends

on µ0, µ1, again, the same happens to M̂6. Analogously, one can check that, if 0 < q ≤ q∗0(µ0, µ1),
then

(75) |∂∆0(r0; k, q)| ≤ M̂7
ρ2

r2
0

.

By using estimates (73), (74) and (75), the estimates (59) of I and that, if r � 1, one has

|K0(r
√

2)|, |K ′0(r
√

2)| ≤ MKe
−r
√

2r−1/2, we have that, as k = µ̄q−1e−
π

2nq with µ̄ ∈ [µ0, µ1], the
solution (a0,b0) of (72) has to satisfy, for q small enough,

|a0| ≤ ρ2 1

r
3/2
0

er0
√

2(
√

2 + M̂1r
−1
0 )MI

[
M̂6 +

1√
2
M̂7

]
,

|b0| ≤ ρ2 1

r
3/2
0

e−r0
√

2(
√

2 + M̂1r
−1
0 )MK

[
M̂6 +

1√
2
M̂7

]
.

Taking q small enough, M1r
−1
0 ≤

√
2 and, defining

M̂ = 2
√

2

[
M̂6 +

1√
2
M̂7

]
max{MI ,MK}
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we conclude that there exist q∗1 = q∗1(µ1 µ2) and M̂(q∗1) such that for 0 < q < q∗1,

|a0| ≤ M̂ρ2r
−3/2
0 er0

√
2, |b0| ≤ M̂ρ2r

−3/2
0 e−r0

√
2,

where ρ is given in (65). �

We stress that, since r0 = r1 = r2, the constants a0,b0, provided by proposition 4.5 satisfy
the conditions (49) and (57) in Theorems (4.2) and (4.4) for any η ≥ (

√
2)3/2M̂ . Recalling that

M̂ only depends on µ0 and µ1, we may set now

(76) η = 2M̂.

Proposition 4.5 provides good candidates to be approximate values for the solutions a,b, µ of
the matching equations (66). In particular they set the constants µ0, µ1, η in (70) and (76).

Since a0,b0 have different sizes, for technical reasons we define the scaled constants â0, b̂0

â0 = a0 e
−r0
√

2r
3/2
0 , b̂0 = b0 ρ

−2er0
√

2r
3/2
0

and we observe that they satisfy

(77) |â0| ≤
η

2
ρ2 ≤ η

2
, |b̂0| ≤

η

2
.

4.5. Matching the outer and inner solutions: end of the proof of Theorem 2.5.
The main goal of this section is to obtain the parameters a, b and µ which solve matching
equations (66). Once these equations are solved, which is the content of next Theorem 4.6, we
have a value of µ, and therefore of k as defined in (42), for which the original system (14) has
a solution (f, v) satisfying the required boundary conditions (21). Once this result is proven,
in order to prove Theorem 2.5 it will only remain to check that the solutions in this way
constructed satisfy that f is a positive increasing function and that v < 0 (see Proposition 4.7
below).

We begin our construction by considering the families of solutions provided by Theorems 4.2
and 4.4 for the constants µ0, µ1, η, fixed in the previous section (Section 4.4) and any values a
and b satisfying (49) and (57). Namely, we consider µ ∈ [µ0, µ1], η, r0, ρ and α as given in (70),
(76), (64), (65), and (62) respectively, and q ∈ [0, q0]. Here we call q0 the minimum value
provided by all the previous results, that is Propositions 4.1, 4.3, and 4.5 and Theorems 4.2,
4.4.

Next theorem gives the desired result:

Theorem 4.6. Take µ0 = e−
Cn
n2
−γ, µ1 = 3e−

Cn
n2
−γ, where Cn and γ are given in Theorem 2.5

and η as given in (76). Then, there exists q∗ such that for q ∈ [0, q∗] equations (66) have a
solution a(q), b(q), k(q) satisfying (49) and (57) and µ ∈ [µ0, µ1]. In addition

|a(q)| ≤ ηρ2er0
√

2r
−3/2
0 , |b(q)| ≤ ηρ2e−r0

√
2r
−3/2
0
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Proof. We define

(78) â := a e−r0
√

2r
3/2
0 , b̂ := b er0

√
2r

3/2
0 ρ−2

satisfying

|â|, |b̂| ≤ η.

We impose that vin(r0,b; k, q) = vout(r0, a; k, q) or equivalently

(79) vin
0 (r0; k, q)− vout

0 (r0; k, q) = wout(r0, a; k, q)− win(r0,b; k, q).

By the results involving wout, win in Theorems 4.2 and 4.4 we have that

|wout(r0; k, q)− win(r0; k, q)| ≤ |wout(r0; k, q)|+ |win(r0; k, q)| ≤M
1

qr2
0

+Mq3 | log r0|3

r0

≤M
1

qr2
0

+M
ρ3

r2
0

≤M
1

qr2
0

.

Therefore, by (69) vin(r0,b; k, q) = vout(r0, a; k, q) if and only if

log
(µ

2

)
= −Cn

n2
− γ + C3(a,b, k; q), |C3(a,b, k; q)| ≤M | log q|−1.

We recall definition (78) of â, b̂ and we introduce the function

H3(â, b̂, µ; q) = 2e−
Cn
n2
−γ
[
exp

(
C3

(
âer0

√
2r
−3/2
0 , b̂e−r0

√
2r

3/2
0 ρ2, µq−1e−

π
2nq ; q

))
− 1
]
.

It is clear that equation (79) is satisfied if and only if

(80) µ = 2e−
Cn
n2
−γ +H3(â, b̂, µ; q), |H3(â, b̂, µ; q)| ≤M ≤M | log q|−1.

We deal now with the (non-linear) system,

f out(r0; k, q) = f in(r0; k, q), ∂rf
out(r0; k, q) = ∂rf

in(r0; k, q)

which can be rewritten, using expressions for f out, f in in Theorems 4.2 and 4.4 as

K0(r0

√
2)a− I(r0

√
2)b = ∆(r0, a,b; k, q) = ∆0(r0; k, q) + ∆1(r0, a,b; k, q)

K ′0(r0

√
2)a− I ′(r0

√
2)b =

1√
2
∂r∆(r0, a,b; k, q) =

1√
2

(∂r∆0(r0; k, q) + ∂r∆1(r0, a,b; k, q))

with ∆0 defined in (71) and

∆1(r, a,b; k, q) = gin
1 (r,b; k, q)− gout

1 (r, a; k, q).

Therefore, a,b satisfy the fixed point equation

(81)

(
a
b

)
= C(a,b, k; q)

:=
1

d(r0)

(
I ′(r0

√
2)(∆(r0, a,b; k, q))− 1√

2
I(r0

√
2)∂r∆(r0, a,b; k, q)

−∂rK0(r0

√
2)∆(r0, a,b; k, q) + 1√

2
K0(r0

√
2)∂r∆(r0, a,b; k, q)

)
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Using the estimates in Theorems 4.2 and 4.4 for gout
1 , gin

1 , we obtain that

|∆1(r0, a,b; k, q)| ≤ |gin
1 (r0,b; k, q)|+ |gout

1 (r0, a; k, q)| ≤M | log q|ρ
4

r2
0

and |r2
0∂r∆1(r0, a,b; k, q)| ≤M | log q|ρ4, for any a and b satisfying (49) and (57).

Recalling a0, b0 are defined in (72) and using the above bounds for ∆1 and ∂r∆1 along
with (59) and (43) for I and K0, and the bound for d(r0) (73) gives
(82)

|C1(a,b, k; q)− a0| ≤Mer0
√

2| log q|ρ4r
−3/2
0 , |C2(a,b, k; q)− b0| ≤Me−r0

√
2| log q|ρ4r

−3/2
0

Recalling the definition of â, b̂ in (78) we introduce

H1(â, b̂, µ; q) = e−r0
√

2r
3/2
0 C1(âer0

√
2r
−3/2
0 , b̂ρ2e−r0

√
2r
−3/2
0 , µq−1e−

π
2nq ; q)− â0,

H2(â, b̂, µ; q) = er0
√

2r
3/2
0 ρ−2C2(âer0

√
2r
−3/2
0 , b̂ρ2e−r0

√
2r
−3/2
0 , µq−1e−

π
2nq ; q)− b̂0.

From the fixed point equation (81) the fixed point equation becomes

(83)

(
â

b̂

)
=

(
â0 +H1(â, b̂, µ; q)

b̂0 +H2(â, b̂, µ; q)

)
Using the bound (82) of C1, C2

(84) |H1(â, b̂, µ; q)| ≤Mρ4| log q|, |H2(â, b̂, µ; q)| ≤Mρ4| log q|.

From (83) and (80) we have that the constants â, b̂ and µ have to satisfy the fixed point
equation

(85) (â, b̂, µ) = H(â, b̂, µ; q) :=
(
â0, b̂0, 2e

−Cn
n2
−γ
)

+H(â, b̂, µ; q)

withH = (H1,H2,H3). We recall that as defined in (65), ρ3 = q| log q|−1 and that the constants

µ0, µ1 and η were fixed at (70) and (76) respectively. The function H satisfies, for |â|, |b̂| ≤ η
and µ ∈ [µ0, µ1]:

‖H(â, b̂, µ; q)‖ ≤ max{Mρq,M | log q|−1} = M | log q|−1.

As a consequence, since â0 and b̂0 satisfy (77), for |â|, |b̂| ≤ η and µ ∈ [µ0, µ1]:

|H1,2(â, b̂, µ; q)| ≤ η

2
+M | log q|−1 ≤ η

and, taking µ0, µ1 as defined in (70), one finds

H3(â, b̂, µ; q) = 2e
−Cn
n2
−γ +O(| log q|−1) ∈ [µ0, µ1].

Therefore, for q small enough, the map H sends the closed ball

B = {(â, b̂, µ) ∈ R3 : |â|, |b̂| ≤ η, µ ∈ [µ0, µ1]}
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into itself and the Brouwer’s fixed point theorem concludes the existence (but not the unique-

ness) of (â, b̂, µ) = (â(q), b̂(q), µ(q)) satisfying the fixed point equation (85) and

|â| ≤ η, |b̂| ≤ η, µ ∈ [µ0, µ1].

In addition, for this solution, using the bounds in (84) and (77), we have that

|â| ≤ |â0|+ |H1(â, b̂, µ, q)| ≤ η

2
ρ2 +Mρ4| log q| ≤ ηρ2

if q is small enough. Going back to the original variables a and b using (78) completes the
proof. �

By Theorem 4.6, we can define the solutions of (14) satisfying the boundary conditions (21)
as in (24):

(86) (f(r; q), v(r; q)) :=

{(
f in(r,b(q); k(q), q), vin(r,b(q); k(q), q)

)
if r ∈ [0, r0](

f out(r, a(q); k(q), q), vout(r, a(q); k(q), q)
)

if r ≥ r0.

Therefore, in order to prove Theorem 2.5 it only remains to check the aditional properties on
the solution (f, v).

Proposition 4.7. Let (f(r; q), v(r; q)) be the solution of (14) defined by (86). There exists q∗

such that, for q ∈ [0, q∗], and r > 0

0 < f(r; q) <
√

1− k2(q), v(r; q) < 0, ∂rf(r; q) > 0.

Proof. We first prove that f(r; q) > 0 for r > 0. We start with the outer region. In item 4
of Proposition 4.1 we proved that f out

0 (r; k(q), q) ≥ 1
2

for r ≥ r0. Therefore, by Theorem 4.2,
when r ≥ r0,

(87) f(r; q) ≥ f out
0 (r; k(q), q)− |gout(r, a(q); k(q), q)| ≥ 1

2
−Mr−2 > 0.

In the inner region, using item 1 of Proposition 4.3 and Theorem 4.4 we deduce that there
exists % small enough but independent on q such that if r ∈ [0, %],

f(r; q) = f in
0 (r) + gin(r,b(q); k(q), q) = cfr

n + o(rn) + q2O(rn) > 0

provided the constant cf is positive. Then, since f in
0 is positive, increasing and independent on

q, again using Theorem 4.4, for % ≤ r ≤ r0,

f(r; q) ≥ f in
0 (%)− |gin(r,b(q); k(q), q)| ≥ f in

0 (%) +O(q2) > 0

if q is small enough. This finishes the proof of f being positive.
Now we check that f(r; q) <

√
1− k2(q). We first note that, by (51), (52) and (53)

in Theorem 4.2 and using Theorem 4.6 to bound a(q) we have that g(r; q) := f(r; q) −
f out

0 (r, a(q); k(q), q) satisfies that, for r ≥ r0:

|r2g(r; q)| ≤ |r2a(q)K0(r)|+Mε1−αq−1 ≤ ρ2ηe−
√

2(r−r0)r3/2r
−3/2
0 +Mε1−αq−1 ≤Mρ2
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where we have used that, from definition (65) of ρ, ε1−αq−1 = q−1
√

2e−ρ/q � ρ2 and the
asymptotic expansion (43) for the Bessel function K0. Therefore,

f(r; q) ≤
√

1− (vout
0 (r; k(q), q))2 − n2

r2
+Mρ2 1

r2
≤
√

1− (vout
0 (r; k(q), q))2 −M 1

r2

where we have used that vout
0 (r; k(q), q) ≤ Mr−1

0 = Mε1−α � 1 and that ρ � 1. Then,

f(r; q) ≤
√

1− (vout
0 (r; k(q), q))2 and as a consequence, since vout

0 → −k(q) as r →∞ and it is
increasing and negative (see item 3 in Proposition 4.1), we have that

f(r; q) ≤
√

1− k2(q), r ≥ r0.

With respect to the inner region, namely r ∈ [0, r0], using Proposition 4.3 there exists %� 1

independent on q such that for all % ≤ r ≤ r0, (f in
0 )2(r) ≤ 1− n2

2r2
. Then, since by Theorem 4.4,

|gin(r,b; k, q)| ≤Mq2| log r|2r−2 for % ≤ r ≤ r0 we have that

f 2(r; q) ≤ 1− n2

2r2
+Mρ2 1

r2
≤ 1− 1

2r2
0

(n2 +Mρ2) ≤ 1−Mε2(1−α)

where we have used that r0 = εα−1. Then, since ε = qk(q) = 1√
2
eρ/q, by definition (65) of ρ (or

equivalently using definition (62) of α) we conclude that 1 −Mε2(1−α) ≤ 1 − k2(q), taking if

necessary q small enough and as a consequence f(r; q) ≤
√

1− k2(q) if % ≤ r ≤ r0. It remains
to check the property when r ∈ [0, %]. From the fact that f in

0 (r) is an increasing function and
using Theorem 4.4,

f(r; q) = f in
0 (r) + gin(r; b(q); k(q), q) ≤ f in

0 (%) +Mq2 <
√

1− k2(q)

provided f in
0 (%) < 1, % is independent on q and q is small enough.

The negativeness of v(r; q) < 0 for r > 0 is straightforward from the previous property,

f(r; q) <
√

1− k2(q). Indeed, using that v(0; q) = 0, from the differential equations (14), we
have that

v(r; q) = −q 1

rf 2(r; q)

∫ r

0

ξf 2(ξ; q)(1− f 2(ξ; q)− k2(q)) dξ < 0.

To finish we prove that ∂rf(r; q) > 0. We start with the inner region. From Proposition 4.3,
there exists 0 < %0 � %1 satisfying that

∂rf
in
0 (r) ≥ n

2
cfr

n−1, if r ∈ [0, %0] and ∂rf
in
0 (r) ≥ n2

2r3
, if r ∈ [%1, r0].

Let % ∈ [%0, %1] be such that ∂rf
in
0 (r) ≥ ∂rf

in
0 (%) for all r ∈ [%0, %1]. Notice that the values of

%0, %1 and % are independent on q. Therefore, using Theorem 4.4, if r ∈ [0, %0]

∂rf(r; q) = ∂rf
in
0 (r) + ∂rg

in(r,b(q); k(q), q) ≥ n

2
cfr

n−1 −Mq2rn−1 > 0.

When r ∈ [%0, %1]

∂rf(r; q) = ∂rf
in
0 (r) + ∂rg

in(r,b(q); k(q), q) ≥ ∂rf
in
0 (%)−Mq2 > 0
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taking, if necessary, q small enough. When r ≥ %1, Theorem 4.4 says that

∂rf(r; q) ≥ n2

2r3
−Mq2 | log r|2

r2

that is positive if %1 ≤ r ≤ q−2| log q|−3, if q small enough. In conclusion

∂rf(r; q) > 0, 0 ≤ r ≤ 1

q2| log q|3
.

We now notice that, for 0 ≤ q � 1,

(88) f(r; q) ≥ 1

3
, r ≥ 1

q2| log q|3
.

Indeed, if q−2| log q|−3 ≤ r ≤ r0, that is, when r belongs to the inner region, from Theorem 4.4

f(r; q) ≥ f in
0 (r)−|gin(r; b(q); k(q), q)| ≥ 1− n2

2r2
+O(r−4)−Mq2 | log r|2

r2
≥ 1−O(q2| log q|3) ≥ 1

3
.

With respect to the outer region, we have already seen, see (87), that f(r; q) ≥ 1
3

and (88) is
proven.

We finish the argument by contradiction. Assume now that ∂rf(r, q) = 0 for some r >
q−2| log q|−3 and let r∗ = r∗(q) be the minimum of such values. That is ∂rf(r; q) > 0 if
0 < r < r∗ and as a consequence ∂2

rf(r∗; q) ≤ 0. Therefore, since f is a solution of (14), we
deduce that

(89) f(r∗; q)

[
−n

2

r2
∗

+ (1− f 2(r∗; q)− v2(r∗; q))

]
≥ 0.

Now we use the following comparison result: (see [PW84])

Lemma 4.8. [PW84] Let (a, b) be an interval in R, let Ω = R2 × (a, b), and let H ∈ C1(Ω,R).
Suppose h ∈ C2((a, b)) satisfies h′′(r) + H(h(r), h′(r), r) = 0. If ∂hH ≤ 0 on Ω and if there
exist functions M,m ∈ C2((a, b)) satisfying M ′′(r) + H(M(r),M ′(r), r) ≤ 0 and m′′(r) +
H(m(r),m′(r), r) ≥ 0, as well as the boundary conditions m(a) ≤ h(a) ≤ M(a) and m(b) ≤
h(b) ≤M(b), then for all r ∈ (a, b) we have m(r) ≤ h(r) ≤M(r).

We define

H(h′(r), h(r), r) =
h′(r)

r
− h(r)

n2

r2
+ h(r)(1− h2(r)− v2(r; q))

with v(r; q) the solution we already have found. By (88), for r ≥ r∗ ≥ q−2| log q|−3,

∂hH(h′(r), h(r), r) = −n
2

r2
+ 1− 3h2(r)− v2(r; q) < 0.
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Taking m(r) = f(r∗; q) we have that limr→∞m(r) = f(r∗; q) ≤ limr→∞ f(r; q) =
√

1− k2 and

m′′ +H(m′(r),m(r), r) = −f(r∗; q)
n2

r2
+ f(r∗; q)(1− f 2(r∗; q)− v2(r∗; q))

≥ −f(r∗; q)
n2

r2
∗

+ f(r∗; q)(1− f 2(r∗; q)− v2(r∗; q)) > 0

where we have used in the last inequality (89). Then Lemma 4.8 concludes that f(r∗; q) =

m(r) ≤ f(r; q) for r ≥ r∗. If r∗ is a maximum, by virtue of limr→∞ f(r; q) =
√

1− k2(q) >
f(r∗; q), we deduce that f(r; q) should have also a minimum and this is contradiction with
f(r∗; q) ≤ f(r; q). The case ∂2f(r∗; q) = 0 implies that f(r; q) = f(r∗; q) which is not obviously
not true. Therefore, ∂rf(r; q) > 0 and the proof is done. �

From now on, to avoid cumbersome notation, from now on we will skip the dependence on
the parameters k, q.

5. Existence result in the outer region. Proof of Theorem 4.2

In this section we prove Theorem 4.2. To do so, by means of a fixed point equation setting,
we look for solutions of equations (29) which are written in the outer variables introduced
in Section 3.1 (see (27)). Namely, we look for solutions of the equations (29) with boundary
conditions (30) that are of the form F0 + G, V0 + W with F0, V0 defined in (32) and (34)
respectively, that is, taking ε = kq,

(90) V0(R) =
K ′inq(R)

Kinq(R)
, F0(R) =

√
1− k2V 2

0 (R)− ε2n2

R2

We first introduce the Banach spaces we will work with. For any given Rmin > 0, we introduce
the Banach spaces:

(91) X` = {f : [Rmin,∞)→ R : continuous , ‖f‖` := sup
R∈[Rmin,∞)

|R`f(R)| <∞}

being X0 the Banach space of continuous bounded functions with the supremmum norm.
Notice that X` = X`(Rmin) depends on Rmin and so the norm of a function does. However, if

Rmin ≤ R′min, X`(Rmin) ⊂ X`(R′min) and

sup
R∈[Rmin,∞)

|R`f(R)| ≥ sup
R∈[R′min,∞)

|R`f(R)|.

This fact allows us to take R′min ≥ Rmin, if we are working in X`(Rmin). We will use this property
along the work without any special mention.
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5.1. The fixed point equation. Our goal in this section is to transform equations (29a),(29b)
in a fixed point equation in suitable Banach spaces. For that, the first step is to write such
equations in the suitable way.

Let F = F0 +G and V = V0 +W . The term F (1− F 2 − k2V 2) in equation (29a) is:

F (1− F 2 − k2V 2) =− 2F 2
0G− 3F0G

2 −G3 −Wk2
[
2V0F0 + F0W + 2V0G+WG

]
+ (F0 +G)

n2ε2

R2
.

Therefore, equation (29a) becomes

ε2

(
G′′ +

G′

R

)
−2F 2

0 (R)G = −ε2

(
F ′′0 (R) +

F ′0(R)

R

)
+ 3F0(R)G2 +G3 +Wk2

[
2V0(R)F0(R) + F0(R)W + 2V0(R)G+WG

]
.

In view of(45), that in outer variables reads as

F0(R) =
√

1− k2

(
1− k2

2R(1− k2)
+O

(
k2

R2

))
,

we introduce

(92) F 2
0 (R) = 1 +

1

2
F̂0(R).

Therefore we may write the above equation for G as

(93) G′′ +
G′

R
−G 2

ε2
= −ε−2N1[G,W ].

with

(94)
N1[G,W ](R) =ε2

(
F ′′0 (R) +

F ′0(R)

R

)
− F̂0(R)G− 3F0(R)G2 −G3

−Wk2
(
2V0(R)F0(R) + F0(R)W + 2V0(R)G+WG

)
.

Now we compute the equation for W from (29b). We have that

W ′ +
W

R
+ 2V0(R)W +W 2 + V ′0(R) +

V0(R)

R
+ V0(R)2 − 1 +

n2

R2
q2

=
q2

(F0(R) +G)

(
F ′′0 (R) +

F ′0(R)

R
+G′′ +

G′

R

)
− 2(V0(R) +W )

F ′0(R) +G′

F0(R) +G
.

We recall that V0 is a solution of (33). Then

(95) W ′ +
W

R
+ 2V0W = −N2(G,W )(R).
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with

(96)

N2[G,W ](R) =W 2 − q2

F0(R) +G

(
F ′′0 (R) +

F ′0(R)

R
+G′′ +

G′(R)

R

)
+ 2(V0(R) +W )

F ′0(R) +G′

F0(R) +G
.

We define the linear operators:

L1[G](R) = G′′ +
G′

R
−G 2

ε2

L2[W ](R) = W ′ +
W

R
+ 2V0(R)W

and rewrite equations (93) and (95) as

(97) L1[G] = −ε−2N1[G,W ], L2[W ] = −N2[G,W ].

The strategy to prove the existence of solutions of (97) is to write them as a Gauss-Seidel
fixed point equation and to prove that the fixed point theorem can be applied in suitable Banach
spaces. For that, first, we need to compute a right hand inverse of L1,L2.

We start with L1. Assume that we have

(98) L1[G](R) = −h(R)

where h satisfies some conditions that we will specify later. We are interested in solutions of
this equation such that limR→∞G(R) = 0.

Just for doing computations, we perform the scaling:

s =
R

ε

√
2, g(s) = G(sε/

√
2),

and we obtain the new system

(99) g′′ +
g′

s
− g = −ε

2

2
h(sε/

√
2).

The homogeneous linear system associated, has as fundamental matrix of the form(
K0(s) I0(s)
K ′0(s) I ′0(s)

)
where K0, I0 are the modified Bessel functions [AS64] of first and second kind. The Wronskian
is given by W (K0(s), I0(s)) = s−1 so that the solutions of (99) are given by

g(s) = K0(s)

[
a +

ε2

2

∫ s

s0

ξI0(ξ)h(ξε/
√

2) dξ

]
+ I0(s)

[
b− ε2

2

∫ s

s0

ξK0(ξ)h(ξε/
√

2) dξ

]
.

35



It is well known that K0(s) → 0 and I0(s) → ∞ as s → ∞ (see (43)). Then, in order to have
solutions bounded as s→∞, we have to impose

b− ε2

2

∫ ∞
s0

ξK0(ξ)h(ξε/
√

2) dξ = 0.

Therefore,

g(s) = K0(s)

[
a +

ε2

2

∫ s

s0

ξI0(ξ)h

(
ξε√

2

)
dξ

]
+
ε2

2
I0(s)

∫ ∞
s

ξK0(ξ)h

(
ξε√

2

)
dξ

and, proceeding in the same way,

g′(s) = K ′0(s)

[
a +

ε2

2

∫ s

s0

ξI0(ξ)h

(
ξε√

2

)
dξ

]
+
ε2

2
I ′0(s)

∫ ∞
s

ξK0(ξ)h

(
ξε√

2

)
dξ.

Now we undo the change of variables that is: R = sε/
√

2 and G(R) = g(R
√

2/ε). We obtain
the solution of (98)

G(R) = K0

(
R
√

2

ε

)[
a +

∫ R

Rmin

ξI0

(
ξ
√

2

ε

)
h(ξ) dξ

]
+ I0

(
R
√

2

ε

)∫ ∞
R

ξK0

(
ξ
√

2

ε

)
h(ξ) dξ

with Rmin = s0ε/
√

2 to be determined later.
We introduce the linear operator

(100)

S1[h](R) = K0

(
R
√

2

ε

)∫ R

Rmin

ξI0

(
ξ
√

2

ε

)
h(ξ) dξ + I0

(
R
√

2

ε

)∫ ∞
R

ξK0

(
ξ
√

2

ε

)
h(ξ) dξ.

We have proven:

Lemma 5.1. For any a ∈ R we define

(101) G0(R) = K0

(
R
√

2

ε

)
a.

Then, if G is a solution of (93) satisfying G(R)→ 0 as R→∞ then, for some constant a

G = G0 + S1[ε−2N−1[G,W ]].

Now we compute the right inverse of L2. We consider the linear equation

(102) L2[W ] = W ′ +W

(
1

R
+ 2V0

)
= h.

Since V0(R) = K ′inq(R)/Kinq(R), the solutions are given by:

W (R) =
1

RK2
inq(R)

(
c0 +

∫ R

R0

ξK2
inq(ξ)h(ξ)

)
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for any constant c0. In order for W to be bounded as R→∞ it is required that

c0 +

∫ ∞
R0

ξK2
inq(ξ)h(ξ) dξ = 0.

Therefore

W (R) =
1

RK2
inq(R)

∫ R

∞
ξK2

inq(ξ)h(ξ) dξ.

As a result we have the following Lemma:

Lemma 5.2. Any solution of (102) bounded as R→∞ is of the form W = S2[h] with

(103) S2[h] =
1

RK2
inq(R)

∫ R

∞
ξK2

inq(ξ)h(ξ) dξ.

From Lemmas 5.1 and 5.2 we can rewrite (97) as a fixed point equation (G,W ) = F [G,W ]
defined by

G = F1[G,W ] := G0 + S1[ε−2N1[G,W ]],

W = F2[G,W ] := −S2[N2[G,W ]]

where G0 depends on a constant a. Notice that the nonlinear operator N2 defined in (96)
involves the derivatives G′, G′′. In order to avoid working with norms involving derivatives, we
will take advantage of the differential properties of F1 and using that G = F1[G,W ] we rewrite
the fixed point equation as

(104)
G = F1[G,W ] := G0 + S1[ε−2N1[G,W ]],

W = F2[G,W ] := −S2[N2[F1[G,W ],W ]].

In Section 5.2 we study the linear operators S1 and S2 defined in (100) and (103) and prove
that they are bounded operators in X` for ` ≥ 0.

Our goal is now to prove the following result which is a reformulation of Theorem 4.2.

Theorem 5.3. Let η > 0, 0 < µ0 < µ1 and take ε = µe−
π

2nq with µ0 ≤ µ ≤ µ1. There exist
q0 = q0(µ0, µ1, η) > 0 and e0 = e0(µ0, µ1, η) > 0, M = M(µ0, µ1, η) > 0 such that, for any
q ∈ [0, q0], α ∈ (0, 1) satisfying

q−1ε1−α < e0,

and for any constant a satisfying

(105) (εα)3/2e−
√

2
ε1−α |a| ≤ ηε3/2,

there exists a family of solutions (G(R, a),W (R, a)) of the fixed point equation (104) defined
for R ≥ R∗min = εα which satisfy

‖G‖2 + ε‖G′‖2 + ε‖W‖2 ≤Mε2.

Moreover G(R, a) = G0(R) +G1(R, a) and W (R, a) = W 0(R, a) +W 1(R, a) with
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(i) there exists q∗0 = q∗0(µ0, µ1) > 0, and M0 = M0(µ0, µ1) such that, for q ∈ [0, q∗0],

‖G0‖2 + ε‖(G0)′‖2 ≤M0ε
3−αq−1

(ii) for q ∈ [0, q0], we can decompose G1(R, a) = K0

(
R
√

2
ε

)
a + Ĝ1(R, a) with

‖Ĝ1‖2 + ε‖(Ĝ1)′‖2 ≤M
ε1−α

q

∥∥∥∥∥K0

(
R
√

2

ε

)∥∥∥∥∥
2

|a| ≤M1ε
2.

(iii) and for q ∈ [0, q0]

ε‖W 0‖2 ≤M

∥∥∥∥∥K0

(
R
√

2

ε

)∥∥∥∥∥
2

|a| ≤M1ε
2, ε‖W 1‖2 ≤M1

ε3−α

q
.

where M1 = M1(µ0, µ1, η) depends on µ0, µ1, and η.

The rest of this section is devoted to prove this theorem. In Section 5.2 we prove that the
linear operators S1 and S2, defined in (100) and (103), are bounded in X`, ` ≥ 0. In Section 5.3
we study F [0, 0] and finally, in Section 5.4 we check that the operator F is Lipschitz in a
suitable ball.

It is worth mentioning that the more technical part in this procedure comes from the study
of the function and V0 (and Kinq) done in Proposition 4.1.

From now on, we fix η, µ0, µ1, we will take ε, q as small as needed, and a satisfying (105).
We also will denote by M any constant independent of ε, q.

5.2. The linear operators. We prove that, S1,S2 are bounded operators in the Banach spaces
X` defined in (91) along with important properties of such operators.

5.2.1. The operator S1. In this section we prove that S1 : X` → X` is a bounded operator. In
addition we also provide bounds for (S1[h])′, (S1[h])′′.

Lemma 5.4. Take Rmin ≥ εz0 and ` ≥ 0. Then, if ε is small enough, the linear operator
S1 : X` → X` defined in (100) is a bounded operator. Moreover there exists a constant M > 0
such that for h ∈ X` (defined for R ∈ [Rmin,+∞)),

‖S1[h]‖` ≤Mε2‖h‖`.

Proof. Since Rmin is such that Rmin

√
2

ε
> z0, by (43), for any R ≥ Rmin

(106) K0

(
R
√

2

ε

)
=

√
πε

2
√

2R
e−

R
√
2

ε

(
1 +O

( ε
R

))
and

I0

(
R
√

2

ε

)
=

√
ε

2
√

2Rπ
e
R
√
2

ε

(
1 +O

( ε
R

))
.
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Let now h ∈ X`, that is |h(ξ)| ≤ ξ−`‖h‖`. Then:

∣∣R`S1[h](R)
∣∣ ≤ CR`−1/2

(
ε√
2

)
‖h‖`

[
e−

R
√
2

ε

∫ R

Rmin

e
ξ
√
2
ε

ξ`−1/2
dξ + e

R
√
2

ε

∫ ∞
R

e
−ξ
√
2

ε

ξ`−1/2
dξ

]

≤ C

(√
2
R

ε

)`−1/2(
ε√
2

)2

‖h‖`

[
e−

R
√
2

ε

∫ R
√
2

ε

z0

et

t`−1/2
dt+ e

R
√
2

ε

∫ ∞
R
√
2

ε

e−t

t`−1/2
dt

]

= C

(
ε√
2

)2

‖h‖`M

(
R
√

2

ε

)
.

where

M(z) = z`−1/2

[
e−z
∫ z

z0

et

t`−1/2
dt+ ez

∫ ∞
z

e−t

t`−1/2
dt

]
and one can easily see that limz→∞M(z) = 1. Therefore there exists a constant M > 0 such
that |M(z)| ≤M for z ≥ z0 and consequently:∣∣R`S1[h](R)

∣∣ ≤ CMε2‖h‖`.

�

Corollary 5.5. Let Rmin ≥ εz0 and ` ≥ 0. Then for ε small enough and h ∈ X`, the function
S1[h] belongs to C2([Rmin,∞)). In addition, there exists a constant M > 0 such that:∥∥∥(S1[h]

)′∥∥∥
`
≤Mε‖h‖`,

∥∥∥(S1[h]
)′′∥∥∥

`
≤M‖h‖`.

Proof. Let ϕ = S1(h). Notice that

ϕ′(R) =

√
2

ε

[
K ′0

(
R
√

2

ε

)∫ R

Rmin

ξI0

(
ξ
√

2

ε

)
h(ξ) dξ + I ′0

(
R
√

2

ε

)∫ ∞
R

ξK0

(
ξ
√

2

ε

)
h(ξ) dξ

]
.

That is ϕ is differentiable if h is continuous (by definition). Moreover, since K ′0(z), I ′0(z) have
the same asymptotic expansions as K0, I0 (in (43)) performing the same computations as in
the proof of Lemma 5.4 we obtain the result for ϕ′.

We note that ϕ′ is differentiable if h is continuous (again simply by definition). Then ϕ is
C2. Moreover,

ϕ′′ +
ϕ′

R
− 2

ϕ

ε2
= −h

and therefore

|R`ϕ′′(R)| ≤M‖h‖`
(

3 +
ε

R

)
≤M‖h‖`.

�
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5.2.2. The operator S2. Let us first provide a technical lemma.

Lemma 5.6. There exists q0 > 0, such that, for any ρ0 > 2e2 and for any 0 < q < q0, if
R ≥ ρ0e

− π
2qn :

1

K2
inq(R)

∫ ∞
R

K2
inq(ξ) dξ ≤ 1

2
.

Proof. The proof is straightforward from item 3 of Proposition 4.1. Indeed, we first recall
that V0(R) = vout

0 (R/ε) and hence V0(R) < −1. Then, we consider the function ψ(R) =∫∞
R
K2
inq(ξ) dξ − 1

2
K2
inq(R) and we point out that we just need to prove that ψ(R) ≤ 0 if

R ≥ ρ0e
− π

2ν . We have that

ψ′(R) = −K2
inq(R)−Kinq(R)K ′inq(R) = −K2

inq(R)

[
1 +

K ′inq(R)

Kinq(R)

]
= −K2

inq(R)[1 + V0(R)].

Therefore, since V0(R) < −1 for R ≥ ρ0e
− π

2ν , then ψ′(R) > 0 and using that ψ(R) ≤
limR→∞ ψ(R) = 0 the result is proven. �

The following lemma, provides bounds for norm of the linear operator S2, defined in (103).

Lemma 5.7. There exists q0 > 0, such that, for any ρ0 > 2e2 and for any 0 < q < q0, taking
Rmin ≥ ρ0e

− π
2qn , the operator S2 : X` → X`, defined in (103) is bounded for all ` ≥ 1. Moreover,

if h ∈ X`, ` = 1, 2

‖S2[h]‖` ≤
1

2
‖h‖`.

In addition, when h ∈ X3,

(107) ‖S2[h]‖2 ≤ ‖h‖3.

Proof. Let ` ≥ 1 and h ∈ X`. Then , by Lemma 5.6∣∣R`S2[h](R)
∣∣ ≤ R`−1‖h‖`

K2
inq(R)

∫ ∞
R

K2
inq(ξ)

ξ`−1
dξ ≤ ‖h‖`

K2
inq(R)

∫ ∞
R

K2
inq(ξ) dξ ≤ 1

2
‖h‖`.

When h ∈ X3, then since Kinq > 0 and decreasing:∣∣R2S2[h](R)
∣∣ ≤ R‖h‖3

K2
inq(R)

∫ ∞
R

K2
inq(ξ)

ξ2
dξ ≤ ‖h‖3R

∫ ∞
R

1

ξ2
dξ ≤ ‖h‖3.

�

Because in the definition of the operator N2 (see (96)) are involved some derivatives, we
need a more accurate control about how the operator S2 acts on a special type of functions. In
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particular we shall need to control S2[hV0], where we recall that V0 = K ′inq(R)(Kinq(R))−1. For
this reason we study first the auxiliary linear operator defined by

(108) A[h](R) = S2[hV0](R) =
1

RK2
inq(R)

∫ R

∞
ξh(ξ)K ′inq(ξ)Kinq(ξ) dξ.

Lemma 5.8. With the same hypothesis as in Lemma 5.7, for any h ∈ X`,

‖A[h]‖` ≤
1

2
‖h‖`.

Proof. Let h ∈ X`. Then

|R`A[h](R)| ≤ R`−1‖h‖`
K2
inq(R)

∫ ∞
R

(−K ′inq(ξ)Kinq(ξ))
1

ξ`−1
dξ ≤ ‖h‖`

K2
inq(R)

∫ ∞
R

−K ′inq(ξ)Kinq(ξ) dξ

=
1

2
‖h‖`.

�

Lemma 5.9. Let h1, h2 be bounded differentiable functions. Then:

S2[h1h
′
2](R) = h1(R)h2(R)− S2[h′1h2]− S2[ĥ](R)− 2A[h1h2](R),

where ĥ(R) = h1(R)h2(R)R−1. If (ξĥ1)′ = ξĥ2 and h is a differentiable bounded function, then

S2[ĥ2h](R) = ĥ1(R)h(R)− S2[h′ĥ1](R)− 2A[ĥ1h](R).

Proof. We prove both properties by doing parts. Indeed, since h1, h2 are bounded functions∫ R

∞
ξh1(ξ)h′2(ξ)K2

inq(ξ) dξ = Rh1(R)h2(R)K2
inq(R)

−
∫ R

∞
h2(ξ)

[
h1(ξ)K2

inq(ξ) + ξh′1(ξ)K2
inq(ξ) + 2ξh1(ξ)K ′inq(ξ)Kinq(ξ) dξ

]
.

Therefore

S2[h1h
′
2](R) =

1

RK2
inq(R)

∫ R

∞
ξh1(ξ)h′2(ξ)K2

inq(ξ) dξ

satisfies the statement.
With respect to the second equality. Again by doing parts:

S2[ĥ2h](R) =
1

RK2
inq(R)

∫ R

∞
(ξĥ1(ξ))′h(ξ)K2

inq(ξ) dξ

=ĥ1(R)h(R)− 1

RK2
inq(R)

∫ R

∞
ξĥ1(ξ)

[
h′(ξ)K2

inq(ξ) + 2h(ξ)K ′inq(ξ)Kinq(ξ)
]

dξ

�
41



5.3. The independent term. We study now which is called the independent term of the fixed
point equation (104), that is F [0, 0] = (F1[0, 0],F2[0, 0]). We recall that

(109)
F1[0, 0] = G0 + S1[ε−2N1[0, 0]],

F2[0, 0] = −S2[N2[F1[0, 0], 0]]

and N1,N2,G0,S1,S2 are defined in (94) and (96), (101), (100), (103) respectively.
Before starting with the study of (109) we state a straightforward corollary of items 3 and 4

of Proposition 4.1 about the behaviour of F0, V0 (see (90)).

Corollary 5.10. Let Rmin = εα with α ∈ (0, 1). Then there exists q0 > 0 and a constant M > 0
such that for any 0 < q < q0 and R ∈ [Rmin,+∞), V ′0(R) > 0, V0(R) < −1,

|kV0(R)|, |kV ′0(R)R|, |kV ′′(R)R2| ≤Mε1−α,

and
|R(V0(R) + 1)|, |R2V ′0(R)|, |R3V ′′0 (R)| ≤M.

With respect to F0, we have that F0(R) ≥ 1/2, F ′0(R) > 0 and

|F ′0(R)R2|, |F ′′0 (R)R3| ≤ Ckε1−α, |1− F0(R)|, |F ′0(R)R|, |F ′′0 (R)R2| ≤ Cε2(1−α).

From now on we then take Rmin = εα with 0 < α < 1 satisfying ε1−α/q small enough. These
conditions will ensure that ε/Rmin � 1. The following proposition provides the size of F [0, 0]
in (109).

Lemma 5.11. Let 0 < µ0 < µ1 and take ε = µe−
π

2nq with µ0 ≤ µ ≤ µ1. There exist q∗0 =
q∗0(µ0, µ1) > 0, M = M(µ0, µ1) > 0 such that, for any q ∈ [0, q∗0] and α ∈ (0, 1) satisfying
ε1−α/q < 1, Rmin = εα, given η > 0 and a satisfying (105) in the definition of G0 provided in
(101) we have:

(110) ‖G0‖2 + ε‖G′0‖2 + ε2‖G′′0‖2 ≤ ‖G0‖2 +Mε4−2α ≤M(1 + η)ε2

with G0 = F1[0, 0]. As a consequence, there exists q∗1(µ0, µ1, η) such that, if q ∈ [0, q∗1] then
F0(R) +G0(R) ≥ 1/4.

Let W0 = F2[0, 0]. Then there exists q∗2(µ0, µ1, η) such that for q ∈ [0, q∗2]

‖W0‖2 ≤Mε2−αq−1 +Mηε ≤M(1 + η)ε

We divide the proof of this lemma in two parts, the first one, in Section 5.3.1 corresponds to
the bound for G0 and the second one, in Section 5.3.2 corresponds to the bound for W0.

5.3.1. A bound for the norm of G0 and its derivatives: Recall that G0 = F1[0, 0] as given in
(109). We start bounding ‖G0‖2, ‖G′0‖2, ‖G′′0‖2, with G0 given in (101). By (106) it is clear
that, for R ≥ Rmin = εα,

|R2G0(R)| =

∣∣∣∣∣R2K0

(
R
√

2

ε

)
a

∣∣∣∣∣ ≤M |a|
√
εR

3/2
mine

−Rmin
√
2

ε ≤M |a|
√
ε(εα)3/2e−

√
2

ε1−α ,
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if 0 < q < q∗0, for q∗0 = q∗0(µ0, µ1). Therefore, using that a satisfies (105) we conclude that
‖G0‖2 ≤Mηε2. In addition it is clear that ε‖G′0‖2 + ε2‖G′′0‖2 ≤M‖G0‖2 ≤Mηε2, and thus

(111) ‖G0‖2 + ε‖G′0‖2 + ε2‖G′′0‖2 ≤Mηε2 .

To deal with S1[ε−2N1[0, 0]] (see (94)) we first bound

F0(R) = N1[0, 0](R) = ε2

(
F ′′0 (R) +

F ′0(R)

R

)
.

By Corollary 5.10

|R2ε−2F0(R)| ≤Mε2(1−α)

and applying Lemma 5.4 we obtain: ‖S1(ε−2F0(R))‖2 ≤ Cε4−2α which gives:

‖G0‖2 ≤ ‖G0‖2 +Mε4−2α ≤M(ηε2 + ε4−2α) ≤M(1 + η)ε2.

Using Corollary 5.5 we obtain the bounds for the derivatives:

(112) ε‖G′0‖2 + ε2‖G′′0‖2 ≤M(ηε2 + ε4−2α) ≤M(1 + η)ε2,

and (110) is proved.
To finish we notice that by Corollary 5.10, there exists q∗1(µ0, µ1, η) such that, if q ∈ [0, q∗1]

(113) F0(R) +G0(R) ≥ 1

2
−M(1 + η)

ε2

R2
≥ 1

2
−M(1 + η)ε2(1−α) ≥ 1

4
.

5.3.2. A bound for ‖W0‖2. We recall that W0 = S2[N2[F1[0, 0], 0]] = S2[N2[G0, 0]] where N2 is
defined in (96), namely

N2[G0, 0] = 2V0
F ′0 +G′0
F0 +G0

− q2 1

F0 +G0

(
F ′′0 +G′′0 +

F ′0 +G′0
R

)
.

By definition 108 of A

S2

[
V0
F ′0 +G′0
F0 +G0

]
= A

[
F ′0 +G′0
F0 +G0

]
.

Therefore, for 0 < q < q∗1(µ0, µ1, η), using Lemma 5.8, Corollary 5.10 and bounds (113) and
(112), ∥∥∥∥S2

[
V0
F ′0 +G′0
F0 +G0

]∥∥∥∥
2

≤
∥∥∥∥F ′0 +G′0
F0 +G0

∥∥∥∥
2

≤M(kε1−α + ε3−2α + εη)

≤M(ε2−αq−1 + +ε3−2α + εη) ≤M(ε2−αq−1 + εη),

where we have used that kε1−α = εq−1ε1−α ≤ ε. In the rest of the proof we will reduce the
value of q∗1, if necessary, without changing the notation. In addition, by Corollary 5.10 since

q2

∣∣∣∣R3 1

F0 +G0

(
F ′′0 +

F ′0
R

)∣∣∣∣ ≤Mq2kε1−α = Mqε2−α
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we also have that by inequality (107) in Lemma 5.7,

q2

∥∥∥∥S2

[
1

F0 +G0

(
F ′′0 +

F ′0
R

)]∥∥∥∥
2

≤Mqε2−α.

To bound the last term in W0, we use the second statement of Lemma 5.9 with

h =
1

F0 +G0

, ĥ2 = G′′0 +
G′0
R
, ĥ1 = G′0.

Then ∥∥∥∥S2

[
1

F0 +G0

(
G′′0 +

G′0
R

)]∥∥∥∥
2

≤
∥∥∥∥ G′0
F0 +G0

∥∥∥∥
2

+ ‖S2[h′G′0]‖2 + 2

∥∥∥∥A [ G′0
F0 +G0

]∥∥∥∥
2

.

By bounds (112) and (113), ∥∥∥∥ G′0
F0 +G0

∥∥∥∥
2

≤Mηε+Mε3−2α

and as a consequence, by Lemma 5.8,∥∥∥∥A [ G′0
F0 +G0

]∥∥∥∥
2

≤Mηε+Mε3−2α.

By bound (113) and since R ≥ εα:

|G′0(R)h′(R)| ≤ |G′0(R)| |F
′
0(R)|+ |G′0(R)|
|F0(R) +G0(R)|2

≤M

(
ε3−2α + ηε

R2

)
ε2−αq−1 + ε3−2α + ηε

R2

≤ M

R3

(
ε4−3α + ηε2−α) ,

where we have used that ε1−α/q ≤ 1. Then, using Lemma 5.7 ‖S2[h′G′0]‖2 ≤ ‖h′G′0‖3 and
therefore, ‖q2S2[h′G′0‖2 ≤M(q2ε4−3α + q2ηε2−α). We conclude that

‖W0‖2 ≤Mε2−αq−1 +Mηε ≤M(1 + η)ε.

5.4. The contraction mapping. In Lemma 5.11 we have proven that the independent term
(G0,W0) = F [0, 0] (defined in (109)) satisfies ‖G0‖2 + ε‖W0‖2 ≤ M(1 + η)ε2. In other words,
the independent term belongs to the Banach space Y = X2 ×X2 endowed with the norm

T(G,W )U = ‖G‖2 + ε‖W‖2.

Let

(114) κ0 = κ0(µ0, µ1, η) = T(G0,W0)Uε−2.

Along this section we will prove the following result.
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Lemma 5.12. Let η > 0, 0 < µ0 < µ1 and take ε = µe−
π

2nq with µ0 ≤ µ ≤ µ1. Take
κ ≥ 2κ0, where κ0 is defined in (114), and a satisfying the condition (105). There exist q0 =
q0(µ0, µ1, η) > 0 and M = M(µ0, µ1, η) > 0 such that, for any q ∈ [0, q0] and α ∈ (0, 1) satis-
fying q−1ε1−α < 1, taking Rmin ≥ εα, if (G1,W1), (G2,W2) ∈ Y with T(G1,W1)U,T(G2,W2)U ≤
κε2 then

(115) TF [G1,W1]−F [G2,W2]U ≤Mε1−αq−1T(G1,W1)− (G2,W2)U.

where the operator F is defined in (104), S1 is defined in (100), S2 in (103), N1 in (94) and
N2 in (96).

If moreover ‖G′1‖2, ‖G′2‖2 ≤ κε.

(116)
ε‖S2[ N2[G1,W1]]− S2[N2[G2,W2]]‖2 ≤Mε2−α‖W1 −W2‖2 +Mε1−α‖G1 −G2‖2

+Mε‖G′1 −G′2‖2.

Also,

(117) ε‖
(
F1[G1,W1]−F1[G2,W2]

)′‖2 ≤Mε1−αq−1T(G1,W1)− (G2,W2)U.

The remaining part of this section is devoted to prove Theorem 5.3 from the above results
and Lemma 5.12.

5.5. Proof of Theorem 5.3. Lemma 5.12, for 0 < q < q0, gives us the Lipschitz constant of F
with the norm T·U on Bκε2 , the closed ball of Y of radius κε2. Indeed, the Lipschitz constant is
Mε1−αq−1 ≤ 1/2 if ε1−αq−1 < e0 := 1/(2M). Then the operator F is a contraction. Moreover,
if (G,W ) ∈ Bκε2 , it is clear that

TF [G,W ]U ≤ TF [G,W ]−F [0, 0]U + TF [0, 0]U ≤ 1

2
T(G,W )U + κ0ε

2 ≤ 1

2
κε2 +

κ

2
ε2 ≤ κε2.

Then, the existence of a solution of the fixed point equation (104), namely (G,W ) = F [G,W ],
belonging to Bκε2 is guaranteed by the Banach fixed point theorem.

Moreover, as

‖G‖2 = ‖F1[G,W ]‖2 ≤ κε2,

using (117) one can easily see:

‖G′‖2 = ‖
(
F1[G,W ]

)′‖2 ≤ κε, ‖G′′‖2 = ‖
(
F1[G,W ]

)′′‖2 ≤ κ.

We introduce the auxiliary operator

F̂ [G,W ] = (F̂1, F̂2)[G,W ] := (ε−2S1[N1[G,W ]],−S2[N2[F̂1[G,W ],W ]]).

Observe that F̂ [G,W ] = F [G,W ] for a = 0. We denote by (G0,W 0), the solution of the

fixed point equation (G,W ) = F̂ [G,W ]. We point out that by Lemma 5.11 and recalling that
ε1−α ≤ q/2, for 0 < q ≤ q∗0(µ0, µ1) we have:

TF̂ [0, 0]U ≤M(ε4−2α + ε3−αq−1) ≤Mε3−αq−1
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and therefore, in this case, κ̄0 = κ0(µ0, µ1, 0) = ε−2TF̂ [0, 0]U ≤ Mε1−αq−1, with κ0 defined
in (114), and that implies that

T(G0,W 0)U ≤ 2κ̄0ε
2 ≤ 2Mε3−αq−1.

Calling M0 = 2M (which only depend on µ0, µ1) the proof of first item of Theorem 5.3 is done.
Let now (G,W ) be the solution for a given a satisfying (105). We have that

G = F1[G,W ] =G0 + F̂1[G,W ],

W = F2[G,W ] =− S2[N2[F1[G,W ],W ]]

=− S2[N2[G0 + F̂1[G,W ],W ]] + S2[N2[F̂1[G,W ],W ]]− F̂2[G,W ].

Therefore, using that (G0,W 0) = F̂ [G0,W 0], we have that, using (115) and (116):

T(G,W )− (G0,W 0)U ≤‖G0‖2 + TF̂ [G,W ]− F̂ [G0,W 0]U

+ ε‖S2[N2[G0 + F̂1[G,W ],W ]]− S2[N2[F̂1[G,W ],W ]]‖2

≤‖G0‖2 +Mε1−αq−1T(G,W )− (G0,W 0)U +Mε1−α‖G0‖2 +Mε‖G′0‖2

≤M‖G0‖2 +Mε‖G′0‖2 +Mε1−αq−1T(G,W )− (G0,W 0)U.

As a consequence, using that, by (111), ‖G0‖2 + ε‖G′0‖2 ≤Mε2, we obtain

T(G,W )− (G0,W 0)U ≤Mε2.

Then

‖G−G0 −G0‖2 = ‖F̂1[G,W ]− F̂1[G0,W 0]‖2 ≤Mε1−αq−1T(G,W )− (G0,W 0)U

≤Mε3−αq−1.

The bounds for ‖(G0)′‖2 and ‖G′ − (G0)′ − G′0‖2, follows from the bound (117), and an

analogous expression for F̂1, along with expression (112). Denoting by Ĝ1 = G − G0 − G0,
Theorem 5.3 is proven.

The proof of Lemma 5.12 is divided into two parts, in Sections 5.5.1 we prove inequality
(115) and in Section 5.5.2 we prove (116) and (117).

5.5.1. The Lipschitz constant of F1. Let (G1,W1), (G2,W2) ∈ Y with ‖(G1,W1)‖, ‖(G1,W1)‖ ≤
κε2. We have that, using Lemma 5.4,

(118)
‖F1[G1,W1]−F1[G2,W2]‖2 = ε−2‖S1

[
N1[G1,W1]−N1[G2,W2]

]
‖2

≤M‖N1(G1,W1)−N1(G2,W2)‖2.

Then to compute the Lipschitz constant of F1 it is enough to deal with the Lipschitz constant
of N1.
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Now we write η(λ) = (1− λ)(G1,W1) + λ(G2,W2) and, for any R ≥ Rmin = εα:

N1[G2,W2](R)−N1[G1,W1](R) =

∫ 1

0

∂GN1[η(λ)](R)(G2(R)−G1(R))

+

∫ 1

0

∂WN1[η(λ)](R)(W2(R)−W1(R)) dλ.

Then, since ‖η(λ)‖2 ≤ κε2 for bounding the Lipschitz constant of N1 is is enough to bound
|∂GN1[G,W ]| and |∂WN1[G,W ]| for ‖(G,W )‖2 ≤ κε2.

We now recall that F̂0 in (92) is defined as F 2
0 = 1 + F̂0/2. Then, since by Corollary 5.10

|kV0(R)| ≤Mε1−α and F 2
0 = 1− k2V 2

0 − ε2n2R−2 we have that, using that R ≥ Rmin = εα.

(119) |F̂0(R)| ≤Mk2|V 2
0 (R)|+Mε2R−2 ≤Mε2−2α.

Then, if |G(R)| ≤ κε2R−2 ≤Mε2−2α:

(120) |F0(R) +G(R)| ≤ 1 +O(ε2−2α) ≤ 2

if q is small enough.
We claim that, if ‖(G,W )‖2 ≤ κε2, then

(121) |∂GN1[G,W ](R)| ≤Mε2−2α, |∂WN1[G,W ](R)| ≤Mkε1−α.

Indeed, we have that

∂GN1(G,W ) = −F̂0 − 6F0G− 3G2 − 2k2WV0 − k2W 2,

where N1 is given in (94). Then, using (119), that |G(R)| ≤ κε2R−2 and |W (R)| ≤ κεR−2

|∂GN1[G,W ]| ≤M

(
ε2−2α + κ

ε2

R2
+ κ2 ε

4

R4
+ κk2|V0(R)| ε

R2
+ κ2k2 ε

2

R4

)
≤M

(
ε2−2α + κε2−2α + κ2ε4−4α + κkε−αε2−2α + κ2k2ε−2αε2−2α

)
≤Me2−2α

(
1 + κ+ κ2ε2−2α + κε1−α/q + κ2q−2ε2−2α

)
≤Mε2−2α,

where we have used again that ε1−α/q ≤ 1. With respect to ∂WN1[G,W ], we have that:

∂WN1[G,W ] = −2k2V0(F0 +G)− 2k2W (F0 +G).

Then, using (120):

|∂WN1[G,W ]| ≤M
(
kε1−α + k2 ε

R2

)
≤M

(
kε1−α + k2ε1−2α

)
≤Mkε1−α(1 + ε1−α/q),

provided ε1−α/q < 1, and (121) is proven.
Finally, using bounds (121) of ∂WN1, ∂GN2:

|N1[G2,W2](R)−N1[G1,W1](R)| ≤Mε2−2α|G1(R)−G2(R)|+Mkε1−α|W1(R)−W2(R)|
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and therefore,

‖N1(G2,W2)−N1(G1,W1)‖2 ≤Mε2−2α‖G1 −G2‖2 +Mkε1−α‖W1 −W2‖2

≤Mε1−αq−1T(G1,W1)− (G2,W2)U.

This bound and (118) leads to the Lipschitz constant of F1, which is Mε1−α/q.
From these computations we also deduce expression (117) using Corollary 5.5.

5.5.2. The Lipschitz constant of F2. Now we deal with F2[G,W ] which is defined by

F2[G,W ] = S2(N2[F1[G,W ],W ]]).

Recall that N2 was introduced at (96):

N2[G,W ](R) =W 2 − q2

F0(R) +G(R)

(
F ′′0 (R) +G′′(R) +

F ′0(R) +G′(R)

R

)
+ 2(V0(R) +W )

F ′0(R) +G′(R)

F0(R) +G(R)
,

We have to deal with each term of the difference

S2

[
N2[F1[G1,W1],W1]−N2[F1[G2,W2],W2]

]
.

separating in a similar way as we did for computing the norm of W0 in Lemma 5.11. Along
this proof we will use without special mention the first item of Lemma 5.12 (already proven)
and the bounds in equation (117).

Take (G1,W1), (G2,W2) ∈ Y with T(G1,W1)U, T(G2,W2)U ≤ κε2 and ‖G′1‖2, ‖G′2‖2 ≤ κε.
We first prove

(122)
ε‖S2[ N2[G1,W1]]− S2[N2[G2,W2]]‖2 ≤Mεε1−α‖W1 −W2‖2 +Mq2ε1−α‖G1 −G2‖2

+Mqε‖G′1 −G′2‖2.

We define Gλ = (1−λ)G2 +λG1 and Wλ = (1−λ)W2 +λW1 and we notice that the operator
N2 can be written as

N2[G,W ] = Ñ2[G,G′, G′′,W ].
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By the mean’s value theorem

N2[G1,W1]−N2[G2,W2] =(W1 −W2)

∫ 1

0

∂W Ñ2[Gλ, G
′
λ, G

′′
λ,Wλ] dλ

+ (G1 −G2)

∫ 1

0

∂GÑ2[Gλ, G
′
λ, G

′′
λ,Wλ] dλ

+ (G′1 −G′2)

∫ 1

0

∂G′Ñ2[Gλ, G
′
λ, G

′′
λ,Wλ] dλ

+ (G′′1 −G′′2)

∫ 1

0

∂G′′Ñ2[Gλ, G
′
λ, G

′′
λ,Wλ] dλ

=:N1 +N2 +N3 +N4

We start with εS2[N1]. We have that ∂W Ñ2[G,G′, G′′,W ] = 2W + 2
F ′0+G′

F0+G
and therefore, using

the bounds for F0, F
′
0 in Corollary 5.10:

ε|N1(R)| ≤ ε‖W1 −W2‖2

(
εM

R4
+
ε1−αk

R4

)
≤ ε‖W1 −W2‖2

(
εM

R4
+
ε2−αq−1

R4

)
≤Mε‖W1 −W2‖2

ε1−α

R3
.

where we have used that ε1−α/q < 1. Then, by Lemma 5.7,

ε‖S2[N1]‖2 ≤ εM‖N1‖3 ≤Mεε1−α‖W1 −W1‖2.

We follow with N2. It is clear that

ε
∣∣∂GÑ2[G,G′, G′′,W ](R)

∣∣ =
ε

(F0(R) +G(R))2

∣∣∣∣q2

(
F ′′0 (R) +G′′(R) +

F ′0(R) +G′(R)

R

)
−2(V0(R) +W (R))(F ′0(R) +G′(R))|

We use now that kε1−α ≤ ε and that εR−2 ≤ ε1−2α ≤ ε1−αk−1 and we obtain that

ε
∣∣R2∂GÑ2[G,G′, G′′,W ](R)

∣∣ ≤Mε
[
qε2(1−α) + q2 + ε1−αq2 + ε2−2α + qε1−α + q−1ε3−3α + ε2−2α

]
≤Mεq2

where again we have used that ε1−α ≤ q. This gives:

ε
∣∣R∂GÑ2[G,G′, G′′,W ](R)

∣∣ ≤Mε1−αq2.

Therefore

ε|R3N2(R)| ≤Mq2ε1−α‖G1 −G2‖2

and we obtain ε‖S2[N2]‖2 ≤ ε‖N2‖3 ≤Mε1−αq2‖G1 −G2‖2.
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With respect to N3, we have that

∂Nλ(R) := ∂G′Ñ2[Gλ, G
′
λ, G

′′
λ,Wλ](R)− 2

V0(R)

F0(R) +Gλ(R)

= − q2

R(F0(R) +Gλ(R))
+ 2

Wλ(R)

F0(R) +Gλ(R)
.

Then

ε
∣∣∂Nλ(R)

∣∣ ≤ Mq2ε

R
+
Mε2

R2
≤Mε(q2 + ε1−α)

1

R
≤Mεq

1

R

that implies that

ε
∣∣R3∂Nλ(R)

∣∣|G′1(R)−G′2(R)| ≤Mεq‖G′1 −G′2‖2

and therefore

(123) ε

∥∥∥∥S2

[
(G′1 −G′2)

∫ 1

0

∂Nλdλ

]∥∥∥∥
2

≤ ε

∥∥∥∥(G′1 −G′2)

∫ 1

0

∂Nλdλ

∥∥∥∥
3

≤Mεq‖G′1 −G′2‖2.

We point out that

S2

[
V0(R)(G′1 −G′2)

∫ 1

0

1

F0 +Gλ

dλ

]
= A

[
(G′1 −G′2)

∫ 1

0

1

F0 +Gλ

dλ

]
and then

(124) ε

∥∥∥∥S2

[
V0(R)(G′1 −G′2)

∫ 1

0

1

F0 +Gλ

dλ

]∥∥∥∥
2

≤ ε‖G′1 −G′2‖2.

Bounds (123) and (124) imply ε‖S2[N3]‖2 ≤Mε‖G′1 −G′2‖2.
Finally we deal with N4. Using Lemma 5.9 with

h(R) =

∫ 1

0

dλ

F0 +Gλ

, ĥ2(R) = G′′1 −G′′2, ĥ1 = G′1 −G′2

we have that

ε‖S2[N4]‖2 ≤ εq2‖hĥ1‖2 + εq2‖S2[h′ĥ1]‖2 + 2εq2‖A[ĥ1h]‖2.

Then, we obtain

εq2‖hĥ1‖2 ≤Mεq2‖G′1 −G′2‖2

and by Lemma 5.8,

εq2‖A[ĥ1h]‖2 ≤Mεq2‖G′1 −G′2‖2.
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In addition,

ε|h′(R)ĥ1(R)| ≤ ε|G′1(R)−G′2(R)|
∫ 1

0

|F ′0(R)|+ |G′λ(R)|
|F0(R) +Gλ(R)|2

dλ

≤Mε
kε1−α + ε

R4
‖G′1 −G′2‖2

≤Mεq
1

R3
‖G′1 −G′2‖2

Then, using Lemma 5.7 ‖S2[h′ĥ1]‖2 ≤ ‖h′ĥ1‖3, we obtain

ε‖S2[N4]‖2 ≤Mεq‖G′1 −G′2‖2.

The previous computations leads to prove (122).
Now we define ϕ1 = F1[G1,W1], ϕ2 = F1[G2,W2]. By bound (122), using that the Lipschitz

constant of F1 is Mε1−α/q and also (117), we have that

ε‖S2[N2[ϕ1,W1]]− S2[N2[ϕ2,W2]]‖2 ≤Mε1−αT(G1,W1)− (G2,W2)U + ε1−α‖ϕ1 − ϕ2‖2

+ ε‖ϕ′1 − ϕ′2‖2

≤Mε1−αT(G1,W1)− (G2,W2)U

+ ε1−αq−1T(G1,W1)− (G2,W2)U

and the proof of Lemma 5.12 is finished.

6. Existence result in the inner region. Proof of Theorem 4.4

We want to find solutions of (14) departing the origin that remain close to (f in
0 (r), vin

0 (r)) =
(f0(r), qv0(r)) defined by (40) where we recall that f0(r) is the unique solution of (37) and v0(r)
is the solution of (38):

(125)
f ′′0 +

f ′0
r
− f0

n2

r2
+ f0(1− f 2

0 ) = 0, f0(0), lim
r→∞

f0(r) = 1

v′0 +
v0

r
+ 2v0

f ′0
f0

+ (1− f 2
0 − k2) = 0, v0(0) = 0,

so v0 can be expressed (see (39)) as a function of f0(r) by writing

v0(r) = − 1

rf 2
0 (r)

∫ r

0

ξf 2
0 (ξ)(1− f 2

0 (ξ)− k2) dξ.

The asymptotic and regularity properties of f0, v0 are deduced straightforwardly from the
ones for f in

0 , v
in
0 in Proposition 4.3. They will be used along the proof of Theorem 4.4. Again,

as in the previous section, Section 5, the proof of such result relies on a fixed point argument.
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Let us now introduce the Banach spaces we shall be working with. For any 0 < s1 and c > 0
we define w(s) = f ′0(s/

√
2) > 0, w0(s) = v2

0(s)f0(s) > 0 and

X =

{
ψ : [0, s1]→ R, ψ ∈ C0([0, s1]), sup

s∈[0,s1]

∣∣∣∣ ψ(s)

w(s) + cw0(s)

∣∣∣∣ <∞
}
,

endowed with the norm

‖ψ‖ = sup
s∈[0,s1]

∣∣∣∣ ψ(s)

w(s) + cw0(s)

∣∣∣∣ .
We stress that, in X the norm ‖ · ‖ and

‖ψ‖aux = sup
s∈[0,s∗]

|ψ(s)|
sn−1

+ sup
s∈[s∗,s1]

(
1

s3
+ c
| log s|2

s2

)−1

|ψ(s)|,

are equivalent (see Lemma 4.3) for any given s∗ ∈ (0, s1). We also introduce the Banach space

Y =
{
ψ : [0, s1]→ R, ψ ∈ C0([0, s1]), ‖ψ‖n <∞

}
,

where the norm ‖ · ‖n is defined by

‖ψ‖n = sup
s∈[0,s∗]

|ψ(s)|
sn

+ sup
s∈[s∗,s1]

(
1

s3
+ c
| log s|2

s2

)−1

|ψ(s)|,

which satisfies that Y ⊂ X .
Finally, for any fixed m, l, ν > 0, we define

Z l,νm =
{
ψ : [0, s1]→ R, ψ ∈ C0([0, s1]), ‖ψ‖l,νm <∞

}
,

and the norm

‖ψ‖l,νm = sup
s∈[0,s∗]

|ψ(s)|
sm

+ sup
s∈[s∗,s1]

|ψ(s)|sl

| log s|ν

From now on we will fix s∗ (independent of q and k) as the minimum value which guarantees
that, for s ≥ s∗, f0(s) ≥ 1/2 and the asymptotic expression (43) is satisfied for s ≥ s∗, namely

(126) Kn(s) =

√
π

2s
e−s
(

1 +O
(

1

s

))
, In(s) =

√
1

2πs
es
(

1 +O
(

1

s

))
, s ≥ s∗.

6.1. The fixed point equation. We denote by v = v/q and we shall derive a system of two
coupled fixed point equations equivalent to

f ′′ +
f ′

r
− f n

2

r2
+ f(1− f 2 − q2v2) = 0,(127a)

fṽ′ + f
v

r
+ 2vf ′ + f(1− f 2 − k2) = 0.(127b)
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We thus start by noting that since q is small, we may write (f, v) as a perturbation around
(f0(r), v0(r)) of the form (f, v) = (f0(r)+g, v0(r)+w). Therefore, using that f0, v0 are solutions
of (125), equation (127a) can be expressed as

(128) g′′ +
g′

r
− gn

2

r2
+ g(1− 3f 2

0 (r)) = Ĥ[g, w],

with

Ĥ[g, w](r) = g3 + 3g2f0(r) + q2(v0(r) + w)2 (g + f0(r)) .

along with the initial condition g(0) = 0. We also have that equation (127b) can be written
like:

(129) w′ +
w

r
+ w

f ′0
f0

= g(g + 2f0)− v0 + w

f0(f0 + g)
(f0g

′ − f ′0g)

along with w(0) = 0.
We now write the differential equations (128) and (129) as a fixed point equation. We start by

pointing out that, equivalently to what happens for the outer equations, one cannot explicitly
solve the homogeneous linear problem associated to (128). However, we shall conveniently
modify the equation (128) to obtain a set of dominant linear terms at the left-hand-side for
which we will have explicit solutions.

We first note that, as shown in [AB11], f0(r) very rapidly approaches the value of 1. Inspired
by this, we define

Ê [g] := g′′ +
g′

r
− gn

2

r2
+ 3g(1− f 2

0 (r))

and therefore, (128) reads Ê [g] − 2g = Ĥ[g, w](r), which motivates to perform the change

g = −Ĥ[0, 0]/2 + ∆g into (128). Denoting by

h0 = −Ĥ[0, 0]/2 =
1

2
q2v2

0f0,

∆g found to satisfy

∆g′′ +
∆g′

r
−∆g

n2

r2
− 2∆g = Ĥ[h0 + ∆g]− Ĥ[0, 0]− Ê [h0]− 3∆g(1− f 2

0 (r)),

along with ∆g(0) = 0. Now we perform the change s =
√

2r and we denote by δg(s) =

∆g(s/
√

2), δv(s) = w(s/
√

2), f̃0(s) = f0(s/
√

2), ṽ0(s) = v0(s/
√

2) and h̃0(s) = h0(s/
√

2).
Therefore,

(130) δg′′ +
δg′

s
− δg

(
1 +

n2

s2

)
= N1[δg, δv],

where

N1[δg, δv](s) =− 3

2
(1− f̃ 2

0 (s))δg +
1

2

(
H[δg + h̃0, δv]−H[0, 0]

)
− 1

2
E [h̃0],(131)
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with

H[g, δv](s) = g3 + 3g2f̃0(s) + q2(ṽ0(s) + δv)2(f̃0(s) + g),

E [h̃0](s) = Ê [h0](s
√

2) = 2

(
h̃′′0 +

h̃′0
s
− n2

s2
h̃0

)
+ 3h̃0(1− f̃ 2

0 (s)).

The homogeneous linear system associated to (130), namely

δg′′ +
δg′

s
− δg

(
1 +

n2

s2

)
= 0

has solutions Kn, In, the modified Bessel function. They satisfy that their wronskian is 1/s.
Therefore, equation (130) may also be written, for any s1 > 0, like

δg(s) = Kn(s)

(
c1 +

∫ s

s1

ξIn(ξ)N1[δg, δv](ξ) dξ

)
+ In(s)

(
c2 −

∫ s

s1

ξKn(ξ)N1[δg, δv](ξ) dξ

)
,

δg′(s) = K ′n(s)

(
c1 +

∫ s

s1

ξIn(ξ)N1[δg, δv](ξ) dξ

)
+ I ′n(s)

(
c2 −

∫ s

s1

ξKn(ξ)N1[δg, δv](ξ) dξ

)
,

where c1, c2 are so far free parameters. It is well known (see (44)) that Kn(s)→∞ and In(s) is
zero as s→ 0, if n ≥ 1. Then, in order to have solutions bounded at s = 0 we have to impose

c1 −
∫ s1

0

ξIn(ξ)N1[δg, δv](ξ) dξ = 0.

Therefore,

δg(s) = Kn(s)

∫ s

0

ξIn(ξ)N1[δg, δv](ξ) dξ + In(s)

(
c2 +

∫ s1

s

ξKn(ξ)N1[δg, δv](ξ) dξ

)
.

For any s1 > 0, we introduce the linear operator

Ŝ1[ψ](s) = Kn(s)

∫ s

0

ξIn(ξ)ψ(ξ) dξ + In(s)

∫ s1

s

ξKn(ξ)ψ(ξ) dξ.

We have proven the folloowing result:

Lemma 6.1. For any b ∈ R we define

δĝ0(s) = In(s)b.

Then, if δg is a solution of (130) satisfying δg(0) = 0, there exists b such that

(132) δg = δĝ0 + Ŝ1 ◦ N1[δg, δv].

We emphasize that N1, given in (131), has linear terms in δg. In fact, we decompose

N1[δg, δv] = L[δ̃g] +R1[δg, δv]
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with

(133)
L[δg](s) = −3

2
(1− f̃ 2

0 (s))δg(s)

R1[δg, δv](s) =
1

2

(
H[δg + h̃0, δv]−H[0, 0]

)
− 1

2
E [h̃0].

Therefore equation (132) is rewritten as

(134) δg = δĝ0 + Ŝ1 ◦ L[δg] + Ŝ1 ◦ R1[δg, δv],

with δĝ0 defined in Lemma 6.1.

Lemma 6.2. There exists 0 < c, L ≤ 1 such that for any 0 < s∗ < s1 the linear operator

T := Ŝ1 ◦ L satisfies that T : X → X with ‖T ‖ ≤ L < 1.
As a consequence Id− T is invertible.

Proof. In [ABMS16] it is proven that the linear operator

T̃ [h](s) :=
3

2
Kn(s)

∫ s

0

ξIn(ξ)(1− f̃ 2
0 (ξ))h(ξ) ds+

3

2
In(s)

∫ ∞
s

ξKn(ξ)(1− f̃ 2
0 (ξ))h(ξ) ds

is contractive, in the Banach space defined by

X̃ =

{
ψ : [0,∞)→ R, ψ ∈ C0[0,∞), ‖ψ‖w := sup

s≥0

|ψ(s)|
w(s)

<∞
}
.

The proof is based on the fact that

|T̃ [h](s)| ≤3

2
Kn(s)

∫ s

0

ξIn(ξ)(1− f̃ 2
0 (ξ))‖h‖ww(ξ) dξ

+
3

2
In(s)

∫ ∞
s

ξKn(ξ)(1− f̃ 2
0 (ξ))‖h‖ww(ξ) dξ

≤ ‖h‖wT (s)

where the function T is defined by

T (s) :=
3

2
Kn(s)

∫ s

0

ξIn(ξ)(1− f̃ 2
0 (ξ))w(ξ) dξ +

3

2
In(s)

∫ ∞
s

ξKn(ξ)(1− f̃ 2
0 (ξ))w(ξ) dξ.

and satisfies ‖T‖w = L̃ < 1.
Let now h ∈ X :

|T [h](s)| ≤3

2
Kn(s)‖h‖

∫ s

0

ξIn(ξ)(1− f̃ 2
0 (ξ))(w(ξ) + cw0(ξ)) dξ

+
3

2
In(s)‖h‖

∫ s1

s

ξKn(ξ)(1− f̃ 2
0 (ξ))(w(ξ) + cw0(ξ)) dξ

≤ ‖h‖
(
T (s) +R(s)

)(135)
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where

R(s) =
3c

2
Kn(s)

∫ s

0

ξIn(ξ)(1− f̃ 2
0 (ξ))w0(ξ) dξ +

3c

2
In(s)

∫ s1

s

ξKn(ξ)(1− f̃ 2
0 (ξ))w0(ξ) dξ.

When s ∈ [0, s∗],

R(s) ≤ cM

(
s−n

∫ s

0

ξ2n+3 dξ + sn
∫ s∗

s

ξ2 dξ + sn
∫ ∞
s∗

ξKn(ξ)
| log ξ|2

ξ2
dξ

)
≤ cMsn.

For s ∈ [s∗, s1], using that 1− f 2
0 (s) = O(s−2)

R(s) ≤ cM

(
e−s√
s

∫ s∗

0

ξ2n+3 dξ +
e−s√
s

∫ s

s∗

eξ
| log ξ|2

ξ7/2
dξ +

es√
s

∫ s1

s

e−ξ
| log ξ|2

ξ7/2
dξ

)
≤ cM

(
e−s√
s

+
| log s|2

s4

)
≤ cM

1

s3
≤ cM(w(s) + cw0(s)).

Therefore, using (135) one obtains

‖T [h]‖ ≤ ‖h‖(L̃+ cb0)

where b0 is a constant which is independent on c.

Taking c ≤ min
{

1, 1−L̃
2b0

}
so that L := L̃+ cb0 ≤ L̃+1

2
< 1, the proof is finished. �

As a consequence of this lemma, equation (134) can be expressed as

(136) δg = δg0 + S1 ◦ R1[δg, δv], δg0 :=
(
Id− T

)−1
[δĝ0], S1 :=

(
Id− T

)−1 ◦ Ŝ1

and we recall that δĝ0 was defined in Lemma 6.1.

Lemma 6.3. There exists a function I(s) satisfying

I ′(s1)Kn(s1)− I(s1)K ′n(s1) =
1

s1

, |I(s1)|, |I ′(s1)| ≤M
1
√
s1

es1

such that δg0(s) = I(s)b.

Proof. Recall that

T [h](s) = −3

2
Kn(s)

∫ s

0

ξIn(ξ)(1− f̃0(ξ))h(ξ) dξ − 3

2
In(s)

∫ s1

s

ξKn(ξ)(1− f̃0(ξ))h(ξ) dξ.

Since δg0 =
(
Id− T

)−1
[δĝ0], by definition of the operator T it is clear that

δg0(s) =
∑
m≥0

T m[δĝ0](s)
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and therefore, δg0(s) = I(s)b. Notice that if b = 0, one can take I(s) = In(s) and we are done.
Assume then that b 6= 0. Then, from δg0 − T [δg0] = δĝ0 = In(s)b, one deduce that

In(s) = I(s)− 3

2
Kn(s)

∫ s

0

ξIn(ξ)(1− f̃0(ξ))I(s) dξ − 3

2
In(s)

∫ s1

s

ξKn(ξ)(1− f̃0(ξ))I(s) dξ

I ′n(s) = I ′(s)− 3

2
K ′n(s)

∫ s

0

ξIn(ξ)(1− f̃0(ξ))I(s) dξ − 3

2
I ′n(s)

∫ s1

s

ξKn(ξ)(1− f̃0(ξ))I(s) dξ.

Therefore

I ′(s1)Kn(s1)− I(s1)K ′n(s1) = I ′n(s1)Kn(s1)− In(s1)Kn(s1) = s−1
1 .

To finish, we observe that ‖δg0‖ ≤ M‖δĝ0‖ = M‖In‖b. That is, ‖I‖ ≤ M‖In‖. Then, from
the asymptotic expression of In in (126), we deduce that In(w(s) + cw0(s) is an increasing
function and then we have that ‖In‖ = (w(s1) + cw0(s1))−1In(s1) and then

|(w(s1) + cw0(s1))−1I(s1)| ≤M(w(s1) + cw0(s1))−1In(s1)

that implies that |I(s1)| ≤MIn(s1) ≤Ms
−1/2
1 es1 . The bound for |I ′(s1)| comes from (126) and

the fact that I ′(s1) =
[
s−1

1 + I(s1)K ′n(s1)
]
(Kn(s1))−1. �

Now we deal with equation (129) which along with the initial condition w(0) = 0 is equivalent
to

w(r) =
1

rf 2
0 (r)

∫ r

0

ξf 2
0 (ξ)

[
g(g + 2f0)− v0 + w

f0(f0 + g)
(f0g

′ − f ′0g)

]
dξ.

Therefore, recalling that g = h0 + ∆g, the function δv(s) = w(s/
√

2) satisfies

(137) δv(s) = S2 ◦ R2[δg, δv],

with

(138) S2[ψ](s) =

√
2

2sf̃ 2
0 (s)

∫ s

0

ξf̃ 2
0 (ξ)ψ(ξ) dξ,

and

(139)

R2[δg, δv](s) =(h̃0 + δg)(2f̃0 + h̃0 + δg),

+
ṽ0 + δv

f̃0(f̃0 + h̃0 + δg)

[
f̃0(h̃′0 + δg′)− f̃ ′0(h̃0 + δg)

]
.

In view of (136) and (137), we are looking for solutions of the fixed point equation associated.
However, as for the outer region, for several technical reasons, we consider instead the equivalent
Gauss-Seidel version of the fixed point equation given by

(140) (δg, δv) = F [δg, δv]

where F = (F1,F2) is

(141) F1 = δg0 + S1 ◦ R1, F2 = S2 ◦ R2[F1[δg, δv], δv].
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Remark 6.4. We note that f̃0 + h̃0 + δg > 0 in the definition domain of s in order for the
operator N2 to be well defined. The following bounds, which are a straightforward consequence
of Proposition 4.3, will be crucial to guarantee the well-posedness of N2:

|h̃0(s)| ≤Mq2sn+2, s→ 0, |h̃0(s)| ≤Mq2 | log s|2

s2
, s� 1,

E [h̃0](s) ∼Mq2sn, s→ 0, |E [h̃0](s)| ≤Mq2 | log s|2

s4
≤Mq2 1

s3
, s� 1.

Moreover |h̃′0(s)| ≤Mq2| log s|2s−3 for s� 1.

In what follows, we simplify the notation by dropping the symbol ˜ of f̃0, ṽ0 and h̃0.
Now we reformulate Theorem 4.4 to adapt it to the fixed point setting.

Theorem 6.5. Let η > 0, 0 < µ0 < µ1 and take ε = µe−
π

2nq with µ0 ≤ µ ≤ µ1. There exist
q0 = q0(µ0, µ1, η) > 0 and ρ0 = ρ0(µ0, µ1, η) > 0, M = M(µ0, µ1, η) > 0 such that, for any
q ∈ [0, q0] and

0 < ρ < ρ0,

taking s1 as:

s1 = e
ρ
q ,

if b satisfies

(142) s
3/2
1 es1|b| ≤ ηρ2 ,

then there exists a family of solutions (δg(s,b), δv(r,b)) of the fixed point equation (140) defined
for 0 ≤ s ≤ s1 which satisfy

‖δg‖+ ‖δg′‖+ ‖δv‖1,3
1 ≤Mq2.

The function δg can be decomposed as

δg(s,b) = δg0(s,b) + δg1(s,b),

with δg0(s,b) = I(s)b + δ̃g0(s) and I(s) is a function satisfying I ′(s1)Kn(s1)− I(s1)K ′n(s1) =
s−1

1 . Moreover

(1) there exists q∗ = q∗(µ0, µ1) and M0 = M0(µ0, µ1) such that for q ∈ [0, q0∗]

‖δ̃g0‖+ ‖δ̃g
′
0‖ ≤M0q

2

(2) and for q ∈ [0, q0]

‖δg1‖, ‖δg′1‖ ≤Mq2ρ2.

As we did in the outer region, we prove this proposition in three main steps. We first study
the continuity of the linear operators S1,S2 in Section 6.2 in the defined Banach spaces. After
that, in Section 6.3 we study F [0, 0] and finally, in Section 6.4 we prove that the operator F is
Lipschitz.
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From now on, we fix η, µ0, µ1, we will take q0, ρ0 as small as we need and b a constant
satisfying (142). In the proof there appear a number of different constants, depending on
η, µ0, µ1 but independent of q which, to simplify the notation, will all be simply denoted as M .

6.2. The linear operators. The following results provide bounds and differentiability prop-
erties of the linear operators S1,S2 defined in (136) and (139).

Lemma 6.6. Let s1, c be such that 0 < s∗ < s1 and 0 < c ≤ 1, and let ψ ∈ X . Then, the
function S1[ψ] is a differentiable function in (0, s1) such that S1[ψ] ∈ Y ⊂ X , S1[ψ]′ ∈ X and

‖S1[ψ]‖n ≤M ′‖S1[ψ]‖ ≤M‖ψ‖, ‖S1[ψ]′‖ ≤M‖ψ‖,

being M ′,M > 0 constants independent of s1, s0, c.

Proof. Let ψ ∈ X . One has that∣∣S1[ψ](s)
∣∣ ≤M‖ψ‖

[
Kn(s)

∫ s

0

ξIn(ξ)(w(ξ) + cw0(ξ))dξ + In(s)

∫ s1

s

ξKn(ξ)(w(ξ) + cw0(ξ))dξ

]
where we have used that ‖

(
Id− T

)−1‖ ≤M . If s ∈ [0, s∗], then∣∣Kn(s)
∣∣ ≤Ms−n,

∣∣In(s)
∣∣ ≤Msn, w(s) + cw0(s) ≤Msn−1

and therefore,∣∣S1[ψ](s)
∣∣ ≤M‖ψ‖

(
s−n

∫ s

0

ξ2n dξ + sn
∫ s∗

s

1 dξ + sn
∫ s1

s∗

ξKn(ξ) dξ

)
≤M‖ψ‖sn

where we have used that ∫ s1

s∗

ξKn(ξ) dξ ≤
∫ ∞
s∗

ξKn(ξ) dξ ≤M.

When s ∈ [s∗, s1]∣∣S1[ψ](s)
∣∣ ≤M‖ψ‖(e−s√

s

∫ s∗

0

ξ2n dξ +
e−s√
s

∫ s

s∗

√
ξeξ
(

1

ξ3
+ c

(log ξ)2

ξ2

)
dξ

+
es√
s

∫ s1

s

√
ξe−ξ

(
1

ξ3
+ c

(log ξ)2

ξ2

)
dξ

)
≤M‖ψ‖

(
1

s3
+ c
| log s|2

s2

)
≤M‖ψ‖(w(s) + cw0(s)),

which easily follows upon using that for any ν, l ∈ N,∫ s

s∗

eξ
| log ξ|l

ξν
dξ ≤Mes

| log s|l

sν
,

∫ s1

s

e−ξ
| log ξ|l

ξν
dξ ≤Me−s

| log s|l

sν
.

Therefore, ‖S1[ψ]‖n ≤M‖ψ‖.
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As for S1[ψ]′, we notice that(
Id− T

)
◦ S1[ψ]′(s) = K ′n(s)

∫ s

0

ξIn(ξ)ψ(ξ) dξ + I ′n(s)

∫ s1

s

ξKn(ξ)ψ(ξ) dξ,

and so analogous computations as the ones for S1[ψ] lead to the result. �

Lemma 6.7. Les us fix s1 such that 0 < s∗ < s1. Then if ψ ∈ Z2,l
0 , the function S2[ψ], defined

in (138), is a differentiable function in (0, s1) such that S2[ψ] ∈ Z1,l+1
1 and

‖S2[ψ]‖1,l+1
1 ≤M‖ψ‖2,l

0 .

In addition, if ψ ∈ Zν,l0 , with ν > 2, the function S2[ψ] is a differentiable function in (0, s1)
such that S2[ψ] ∈ Z1,0

1 and

‖S2[ψ]‖1,0
1 ≤M‖ψ‖ν,l0 .

The constant M > 0 does not depend on s1.

Proof. Let ψ ∈ Z2,l
0 . We have that, if s ∈ [0, s∗]

|S2[ψ]| ≤
√

2

2sf 2
0 (s)

∫ s

0

ξf 2
0 (ξ)|ψ(ξ)| dξ ≤M‖ψ‖2,l

0

1

s2n+1

∫ s

0

ξ2n+1 dξ ≤M‖ψ‖2,l
0 s.

When s ∈ [s∗, s1],

|S2[ψ]| ≤ 1

sf 2
0 (s)

∫ s∗

0

ξf 2
0 (ξ)|ψ(ξ)| dξ +

1

sf 2
0 (s)

∫ s

s∗

ξf 2
0 (ξ)|ψ(ξ)| dξ

≤M
s
‖ψ‖2,l

0 +
M

s
‖ψ‖2,l

0

∫ s

s∗

(log ξ)l

ξ
dξ ≤M‖ψ‖2,l

0

(
1

s
+
| log s|l+1

s

)
.

Finally, let ψ ∈ Zν,l0 with ν > 2. Then for s ∈ [0, s∗]

|S2[ψ]| ≤ 1

sf 2
0 (s)

∫ s

0

ξf 2
0 (ξ)|ψ(ξ)| dξ ≤M‖ψ‖ν,l0

1

s2n+1

∫ s

0

ξ2n+1 dξ ≤M‖ψ‖ν,l0 s,

and if s ∈ [s∗, s1],

|S2[ψ]| ≤ 1

sf 2
0 (s)

∫ s∗

0

ξf 2
0 (ξ)|ψ(ξ)| dξ +

1

sf 2
0 (s)

∫ s

s∗

ξf 2
0 (ξ)|ψ(ξ)| dξ

≤M
s
‖ψ‖ν,l0 +

M

s
‖ψ‖ν,l0

∫ s

s∗

(log ξ)l

ξν−1
dξ ≤ ‖ψ‖ν,l0

M

s
.

�
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6.3. The independent term. We now deal with the first iteration of the fixed point procedure
given by the equation (140), namely we study F [0, 0].

Lemma 6.8. Let 0 < c ≤ 1 as in Lemma 6.2, let 0 < µ0 < µ1 and take ε = µe−
π

2nq with
µ0 ≤ µ ≤ µ1. There exist q∗ = q∗(µ0, µ1) > 0 and M = M(µ0, µ1) > 0 such that, for any

q ∈ [0, q∗] and 0 < ρ < π
2n

, for 0 < s∗ < s1 ≤ e
ρ
q , given η > 0 and b satisfying (142), the

function (δg0, δv0) = F [0, 0] belongs to X ×Z1,3
1 , δg0 is a differentiable function belonging to X

and
‖δg′0‖, ‖δg0‖ ≤M(1 + η)q2, ‖δv0‖1,3

1 ≤M(1 + η)q2.

Furthermore, δg0 ∈ Y with ‖δg0‖n ≤M(1 + η)q2, and δv0 ∈ Z1,1
1 with ‖δv0‖1,1

1 ≤Mρ2.

Proof. Notice that s1k < 1 if q is small enough. We have that δg0 = δg0 + S1 ◦ R1[0, 0]. We
recall that δg0(s) =

(
Id − T )−1[δĝ0] where δĝ0(s) = In(s)b. Using that In is an increasing

positive function, that the norms ‖ · ‖, ‖ · ‖aux are equivalent and that In(s) = O(sn) as s→ 0,

‖δg0‖n ≤M‖δĝ0‖ ≤M |b|In(s1)(w(s1) + cw0(s1))−1 ≤M |b|In(s1)

(
1

s3
1

+ c
| log s1|2

s2
1

)−1

.

Since s1 > s∗ the asymptotic expression (126) for In(s1) applies and then, since b satisfies (142)
we conclude that ‖δg0‖ ≤Mηq2.

We now compute R1[0, 0] (see (133)):

R1[0, 0] = −1

2
E [h0] +

1

2

(
H[h0, 0]−H[0, 0]

)
= −1

2
E [h0] +

1

2

(
h3

0 + 3h2
0f0 + q2v2

0h0

)
.

Therefore, using the estimates for f0, v0, h0 and E [h0] in Proposition 4.3 and Remark 6.4 we
have that

sup
s∈[0,s∗]

|R1[0, 0](s)| ≤Mq2sn, sup
s∈[s∗,s1]

|R1[0, 0](s)| ≤M
q2| log s|2

s4
+M

q4| log s|4

s4
.

Using that for any l ∈ Z, | log s|ls−1 is bounded if s ∈ (2, s1) and that s−3 ≤ Mw(s) we have
that

sup
s∈[s∗,s1]

|R1[0, 0](s)| ≤Mq2 1

s3
≤Mq2(w(s) + cw0(s)).

As a consequence R1[0, 0] ∈ Y ⊂ X , ‖R1[0, 0]‖ ≤ Cq2 and using Lemmas 6.2 and 6.6∥∥S1

[
R1[0, 0]

]∥∥
n
≤M

∥∥S1

[
R1[0, 0]

]∥∥ ≤M‖R1[0, 0]‖ ≤Mq2.

Moreover,
∥∥S1

[
R1[0, 0]

]′∥∥ ≤Mq2.
We deal now with δv0. First we notice that f0 + h0 + δg0 > 0. Indeed, we have that, for

s ∈ [0, s∗] f0(s) ≥ M |s|n for some positive constant M (see Proposition 4.3). Therefore, if q is
small enough:

f0(s) + h0(s) + δg0(s) ≥ Csn −Mq2|s|n+2 −Mq2|s|n > 0.
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For s ≥ s∗ since f0(s) ≥ 1/2, taking q small enough:

f0(s) + h0(s) + δg0(s) ≥ 1

2
−Mq2 | log s|2

s2
−Mq2 1

s3
−Mq2 | log s|2

s2
>

1

4
.

We conclude then that δv0 is well defined. Now we are going to prove that it belongs to Z1,3
1 .

By definition δv0 = F2[0, 0] = S2 ◦ R2[δg0, 0] with R2 defined by (139):

R2[δg0, 0] = (h0 + δg0)(2f0 + h0 + δg0) +
v0

f0(f0 + h0 + δg0)

[
f0(h′0 + δg′0)− f ′0(h0 + δg0)

]
.

Therefore, using that δg0 ∈ Y , for s ∈ [0, s∗] we have that∣∣R2[δg0, 0](s)
∣∣ ≤M(1 + η)2(s2n + 1) ≤M(1 + η)q2.

On the other hand, for s ∈ [s∗, s1],∣∣R2[δg0, 0](s)
∣∣ ≤M(1 + η)

q2| log s|2

s2
+M(1 + η)

q2| log s|3

s3
≤M(1 + η)

q2| log s|2

s2
.

As a consequence R2[δg0, 0] ∈ Z2,2
0 with norm

∥∥R2[δg0, 0]
∥∥2,2

0
≤ M(1 + η)q2. Therefore, by

Lemma 6.7 δv0 ∈ Z1,3
1 with norm ‖δv0‖1,3

1 ≤M(1 + η)q2, and thus, for s ≤ s1 ≤ e
ρ
q

|δv0(s)| ≤M(1 + η)q2 | log s|3

s
≤M(1 + η)ρ2 | log s|

s
.

�

6.4. The contraction mapping. In what follows we shall show that the fixed point equa-
tion (140) is a contraction in a suitable Banach space. We define the norm

T(δg, δv)U = ‖δg‖+ ‖δv‖1,3
1

in the product space X ×Z1,3
1 and we notice that, under the conditions of Lemma 6.8, we have

proven that T(δg0, δv0)U ≤ κ0q
2, where κ0 = κ0(µ0, µ1, η).

Lemma 6.9. Let µ0, µ,η,b and µ as in Lemma 6.8 and take ε = µe−
π

2nq with µ0 ≤ µ ≤ µ1.
There exist q0 = q0(µ0, µ1, η) > 0 and M = M(µ0, µ1, η) > 0 such that, for any q ∈ [0, q0],

0 < ρ ≤ π
2n

and 0 < s∗ < s1 ≤ e
ρ
q , we have that if (δg1, δv1), (δg2, δv2) ∈ X × Z1,3

1 satisfying
T(δg1, δv1)U,T(δg2, δv2)U ≤ 2κ0q

2, then

(1) with respect to F1

‖F1[δg1, δv1]−F1[δg2, δv2]‖ ≤Mq2‖δg1 − δg2‖+Mc−1ρ2‖δv1 − δv2‖1,3
1 .

(2) and for F2

‖F2[δg1, δv1]−F2[δg2, δv2]‖ ≤Mq2‖δg1 − δg2‖+M(ρ2c−1 + q2)‖δv1 − δv2‖1,3
1 .

The remaining part of this section is devoted to prove Theorem 6.5 (Section 6.5 below) and
Lemma 6.9 whose proof is divided in two technical sections, Sections 6.6 and 6.7.
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6.5. Proof of Theorem 6.5. The proof of the result is a straightforward consequence of the
previous analysis. We define B = {(δg, δv) ∈ X × Z2,3

1 , T(δg, δv)U ≤ 2κ0q
2}. The Lipschitz

constant of F in B, lipF , satisfies that

lipF ≤M(µ0, µ!, η) max{q2, c−1ρ2} ≤ 1

2
,

provided q is small enough and c−1ρ2 < 1/2, so that F is a contraction. In addition, if
T(δg, δv)U ≤ 2κ0q

2, then

TF [δg, δv]U ≤ TF [0, 0]U + TF [δg, δv]−F [0, 0]U ≤ κ0q
2 +

1

2
T(δg, δv)U

≤ κ0q
2 +

1

2
2κ0q

2 ≤ 2κ0q
2

Therefore the operator F sends B to itself. The fixed point theorem assures the existence of
solutions (δg, δv) ∈ B, consequently satisfies:

T(δg, δv)U = TF [δg, δv]U ≤ 2κ0q
2

and, if (δg, δv) = F [δg, δv], then δg1 = F1[δg, δv]−F1[0, 0] satisfies

‖F1[δg, δv]−F1[0, 0]‖ ≤Mq2‖δg‖+Mc−1ρ2‖δv‖1,3
1 ≤Mc−1ρ2q2,

provided q � ρ. The bound for ‖δg′1‖ follows from the previous bound and Lemma 6.6.
Therefore, also using Lemma 6.3, Theorem 6.5 is now proven.

6.6. The Lipschitz constant for F1. Let (δg1, δv1), (δg2, δv2) belonging to X × Z1,3
1 , be

such that T(δg1, δv1)U,T(δg2, δv2)U ≤ q2| log q|. From the definition of F1 provided in (141),
definition of R1 in (133) and by Lemma 6.6, we have that

‖F1[δg1, δv1]−F1[δg2, δv2]‖ ≤M‖H[h0 + δg1, δv1]−H[h0 + δg2, δv2]‖.

Let δg(λ) = δg2 +λ(δg1−δg2) and δv(λ) = δv2 +λ(δv1−δv2). Using the mean’s value theorem:

(143)

H[h0 + δg1, δv1](s)−H[h0 + δg2, δv2](s) =∫ 1

0

∂1H[h0 + δg(λ), δv(λ)](s)
(
δg1(s)− δg2(s)

)
dλ

+

∫ 1

0

∂2H[h0 + δg(λ), δv(λ)](s)
(
δv1(s)− δv2(s)

)
dλ.

We have that ‖δg(λ)‖ ≤ Aq2| log q|, ‖δv(λ)‖1,3
1 ≤ Bq2| log q| and

∂1H[h0 + δg(λ), δv(λ)](s) =3(h0(s) + δg(λ)(s))2 + 6(h0(s) + δg(λ)(s))f0(s)

+ q2(v0(s) + δv(λ)(s))2,

∂2H[h0 + δg(λ), δv(λ)](s) =2q2(v0(s) + δv(λ)(s))(f0(s) + h0(s) + δg(s))
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Then, recalling that ‖h0‖2,2
n+2 ≤Mq2, we obtain that, if s ∈ [0, s∗],∣∣∂1H[h0 + δg(λ), δv(λ)](s)

∣∣ ≤Mq4s2n−2 +Mq2s2n−1 +Mq2s2 ≤Mq2∣∣∂2H[h0 + δg(λ), δv(λ)](s)
∣∣ ≤Mq2sn

and for s ∈ [s∗, s1], noticing that,

|v0(s) + δv(λ)(s)| ≤M
| log s|
s

+ q2 | log s|3

s
≤M

| log s|
s

(1 + ρ2) ≤M
| log s|
s

.

Then ∣∣∂1H[h0 + δg(λ), δv(λ)](s)
∣∣ ≤Mq4 | log s|4

s4
+Mq2 | log s|2

s2
+Mq2 | log s|2

s2

≤Mq2 | log s|2

s2
,∣∣∂2H[h0 + δg(λ), δv(λ)](s)

∣∣ ≤Mq2 | log s|
s

.

Using all these bounds in (143) one finds that, for s ∈ [0, s∗]∣∣H[h0 + δg1, δv1](s)−H[h0 + δg2, δv2](s)
∣∣ ≤Mq2sn−1‖δg1 − δg2‖+Mq2sn+1‖δv1 − δv2‖1,3

1

≤Mq2sn−1
(
‖δg1 − δg2‖+ ‖δv1 − δv2‖1,3

1

)
≤Mq2

(
‖δg1 − δg2‖+ ‖δv1 − δv2‖1,3

1

)
and for s ∈ [s∗, s1]∣∣H[h0 + δg1, δv1](s)−H[h0 + δg2, δv2](s)

∣∣ ≤Mq2 | log s|2

s2
(w(s) + cw0(s))‖δg1 − δg2‖

+Mq2 | log s|4

s2
‖δv1 − δv2‖1,3

1 .

Notice that, for s∗ < s < s1

| log s|2

s2

(
w(s) + cw0(s)

)−1 ≤M
| log s|2

s2

(
1

s3
+ c
| log s|2

s2

)−1

≤M

(
1

s| log s|2
+ c

)−1

≤M
1

c
.

In addition, if s1 ≤ e
ρ
q , then

q2| log s|2 ≤ ρ2.

Therefore, since | log s|2 ≤Ms2,∣∣H[h0 + δg1, δv1](s)−H[h0 + δg2, δv2](s)
∣∣ ≤M(w(s) + cw0(s))q2‖δg1 − δg2‖

+Mc−1ρ2(w(s) + cw0(s))‖δv1 − δv2‖1,3
1 ,

which proves the first item in Lemma 6.9.
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Remark 6.10. As a consequence, using Lemma 6.2, if δg, δv ∈ X × Z1,3
1 with ‖δg‖ ≤ 2κ0q

2,
‖δv‖1,3

1 ≤ 2κ0q
2,

‖F1[δg, δv]‖ ≤ ‖F1[0, 0]‖+ ‖F1[δg, δv]−F1[0, 0]‖ ≤ κ0q
2 +Mq2‖δg‖+Mc−1ρ‖δv‖1,3

1 ≤ M̃q2,

where M̃ = M̃(κ0, c). The bound for the derivative is a consequence of Lemma 6.6.

6.7. The Lipschitz constant for F2. We recall that F2[δg, δv] = S2◦R2[F1[δg, δv], δv] where
the operator R2, defined in (139). We rewrite R2 = P + P1 · P2 with

P [δg, δv] = (h0 + δg)(2f0 + h0 + δg)

P1[δg, δv] =
v0 + δv

f0(f0 + h0 + δg)

P2[δg] = f0(h′0 + δg′)− f ′0(h0 + δg).

For (δg1, δv1), (δg2, δv2) be such that T(δg1, δv1)U,T(δg2, δv2)U ≤ q2| log q|, we denote δgj =
F1[δgj, δvj], j = 1, 2.

We recall that ‖h0‖2,2
n+2 ≤Mq2 and we shall deal separately with P ,P1 · P2. Starting with P ,∣∣P [δg1, δv1](s)− P [δg2, δv2](s)

∣∣ ≤[2|δg1(s)− δg2(s)| · |f0(s) + h0(s)|
+ |δg1(s) + δg2(s)| · |δg1(s)− δg2(s)|

]
.

Therefore, when s ∈ [0, s∗],∣∣P [δg1, δv1](s)− P [δg2, δv2](s)
∣∣ ≤M‖δg1 − δg2‖s2n−2 ≤M‖δg1 − δg2‖,

and for s ∈ [s∗, s1]∣∣P [δg1, δv1](s)− P [δg2, δv2](s)
∣∣ ≤M‖δg1 − δg2‖(w(s) + cw0(s))

≤M‖δg1 − δg2‖
(

1

s3
+ c
| log s|2

s2

)
.

As a consequence

‖P [δg1, δv1](s)− P [δg2, δv2]‖2,2
0 ≤M‖δg1 − δg2‖,

and by Lemma 6.7 and the first item of Lemma 6.9,

(144) ‖S2

[
P [δg1, δv1]

]
− S2

[
P [δg2, δv2]

]
‖1,3

1 ≤Mq2‖δg1 − δg2‖+Mc−1ρ2‖δv1 − δv2‖1,3
1 .
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Now we deal with P̂ := P1 · P2. Using the mean value Theorem as described in (143) yields:

(145)

P̂ [δg1, δv1]− P̂ [δg2, δv2] = P1[δg1, δv1]
(
P2[δg1]− P2[δg2]

)
+ P2[δg2]

(
P1[δg1, δv1]− P1[δg2, δv2]

)
= P1[δg1, δv1]

(
f0(δg

′
1 − δg

′
2)− f ′0(δg1 − δg2)

)
+ P2[δg2]

(
(δg1 − δg2)

∫ 1

0

∂1P1[δg(λ), δv(λ)] dλ+

(δv1 − δv2)

∫ 1

0

∂2P1[δg(λ), δv(λ)]

)
dλ,

where we denote by δg(λ) = λδg1 + (1− λ)δg2 and analogously for δv(λ). We emphasize now
that δgj is a differentiable function since δgj = F1[δgj, δvj] = S1◦R1[δgj, δvj] and by Lemma 6.6,

the linear operator S1 converts continuous functions into differentiable ones. Moreover, δgj ∈ Y
and this implies that for s ∈ [0, s∗]

f0(s) + h0(s) + δg(s) ≥Msn,

while for s ∈ [s∗, s1], using that f0(s) ≥ 1/2, we have that f0(s) + h0(s) + δg(s) ≥ 1/4 if q is
small enough. Taking this into account one can now bound the terms in (145).

For s ∈ [0, s∗]∣∣P1[δg1, δv1](s)f0(s)(δg
′
1(s)− δg′2(s))

∣∣ ≤M‖δg′1 − δg
′
2‖ ≤M‖δg1 − δg2‖∣∣P1[δg1, δv1](s)f ′0(s)(δg1(s)− δg2(s))

∣∣ ≤M‖δg1 − δg2‖

and ∣∣∣∣P2[δg2](s)(δg1(s)− δg2(s))

∫ 1

0

∂1P1[δg(λ), δv(λ)](s) dλ

∣∣∣∣ ≤Mq2| log q|‖δg1 − δg2‖∣∣∣∣P2[δg2](s)(δv1(s)− δv2(s))

∫ 1

0

∂2P1[δg(λ), δv(λ)](s) dλ

∣∣∣∣ ≤Mq2| log q|‖δv1 − δv2‖1,3
1 .

Then for s ∈ [0, s∗]

(146)
∣∣P̂ [δg1, δv1](s)− P̂ [δg2, δv2](s)

∣∣ ≤M‖δg1 − δg2‖+Mq2| log q|‖δv1 − δv2‖1,3
1

When s ∈ [s∗, s1], using that s1 = e
ρ
q and that

|δvj(s)| ≤ 2κ0q
2| log s|3s−1 ≤ 2κ0ρ

2| log s|s−1,
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we obtain that∣∣P1[δg1, δv1](s)f0(s)(δg
′
1(s)− δg′2(s))

∣∣ ≤M
| log s|3

s3
‖δg′1 − δg

′
2‖ ≤M

| log s|3

s3
‖δg1 − δg2‖∣∣P1[δg1, δv1](s)f ′0(s)(δg1(s)− δg2(s))

∣∣ ≤M
| log s|3

s6
‖δg1 − δg2‖

and ∣∣∣∣P2[δg2](s)(δg1(s)− δg2(s))

∫ 1

0

∂1P1[δg(λ), δv(λ)](s) dλ

∣∣∣∣ ≤Mq2 | log s|5

s5
‖δg1 − δg2‖∣∣∣∣P2[δg2](s)(δv1(s)− δv2(s))

∫ 1

0

∂2P1[δg(λ), δv(λ)](s) dλ

∣∣∣∣ ≤Mq2 | log s|5

s3
‖δv1 − δv2‖1,3

1 .

Then for s ∈ [s∗, s1], increasing s∗, if necessary

(147)
∣∣P̂ [δg1, δv1](s)− P̂2[δg2, δv2](s)

∣∣ ≤ M

s5/2
‖δg1 − δg2‖+Mq2 1

s5/2
‖δv1 − δv2‖1,3

1

By bounds (146) and (147), we have that

‖P̂ [F1[δg1, δv1], δv1]− P̂ [F1[δg2, δv2], δv2]‖5/2,0
0 ≤M‖δg1 − δg2‖+Mq2‖δv1 − δv2‖

We use now Lemma 6.7, that ‖ ·‖1,3
1 ≤ ‖·‖

1,0
1 and again the first item in Lemma 6.9 to conclude∥∥∥S2

[
P̂ [F1[δg1, δv1], δv1]

]
− S2

[
P̂ [F1[δg2, δv2], δv2]

]∥∥∥1,3

1
≤Mq2‖δg1 − δg2‖

+M(ρ2c−1 + q2)‖δv1 − δv2‖1,3
1 .

Finally, also by the bound in (144), since R2 = P+ P̂ , the second item of Lemma 6.9 is proven.

Appendix A. The dominant solutions in the outer region. Proof of
Proposition 4.1

Along this section we will work with outer variables (see (27)) namely R = kqr and, according
to definition (35) and (26),

F0(R) = f out
0 (R/ε), V0(R) = k−1vout

0 (R/ε), ε = kq.

We also recall that, V0(R) = K ′inq(R)/Kinq(R) (see (34)), and F0 was defined in (32).
The proof of Proposition 4.1 requires a thorough analysis, among other things, of the Bessel

function Kinq. We separate it into different subsections below which corresponds to the items
in the Proposition.
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A.1. The asymptotic behaviour of f out
0 , vout for r � 1. This short section corresponds to

the first item. Using the asymptotic expansions (43) for Kinq, we have that

(148) V0(R) =
K ′inq(R)

Kinq(R)
= −

1 +
c1

R
+O

(
1

R2

)
1 +

c1

R
+O

(
1

R2

) = −1− c1

R
+
c1

R
+O

(
1

R2

)
, as R→∞,

with

c1 − c1 =
4(inq)2 − 1

8
− 4(inq)2 + 3

8
= −1

2
and the claim is proved. The expansion for F0 is:

F0(R) =

√
1− k2V 2

0 − ε2
n2

R2
=

√
1− k2

(
1 +

1

R
+O

(
1

R2

))
− ε2

n2

R2

=
√

1− k2

√
1− k2

R(1− k2)
+O

(
k2

R2

)
=
√

1− k2

(
1− k2

2R(1− k2)
+O

(
k2

R2

))
,

where we have also used that k = ε/q is small (compare with (31)). Going back to the original
variables we obtain the result.

A.2. Asymptotic expression of vout
0 in the matching domain. Now we deal with the

asymptotic expression in (46) (item 2) which in outer variables reads as:

(149) V0(R) =
nq

R
cotan

(
nq log

(
R

2

)
− θ0,nq

)
[1 +O(q2)], 2e−

π
2nq ≤ R ≤ q2n2,

with θ0,nq = argΓ(1 + inq) = −γnq +O(q2) and γ the Euler’s constant.
Let ν = nq. We first recall some properties of Kiν with ν > 0, see [Dun90, FDRC10]. For

x ∈ R (in fact the formula holds true also for some complex domains), we have that

(150) Kiν(x) = − πi

2 sinh(νπ)

[
I−iν(x)− Iiν(x)

]
, Iη(x) =

(x
2

)η∑
k≥0

(
x2

2

)k
1

k!Γ(η + k + 1)
,

where Γ(z) is the Euler Gamma function

Γ(z) =

∫ ∞
0

tz−1exp(−t) dt.

Using that

(151) Γ(1 + k + νi) = (k + νi) · · · (1 + νi)Γ(1 + νi), |Γ(1± iν)|2 =
πν

sinh(πν)
,
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denoting θk,ν = arg(Γ(1 + k + iν)), from (150) we deduce that

(152) Kiν(x) = −1

ν

( νπ

sinhπν

)1/2∑
k≥0

(
x2

2

)k sin
(
ν log

(
x
2

)
− θk,ν

)
k!
[
(k2 + ν2) · · · (1 + ν2)

]1/2 .
By convention, when k = 0, k!

[
(k2 + ν2) · · · (1 + ν2)

]1/2
= 1.

By formula (151), we have that

arg(Γ(1 + k + νi)) =
k∑
l=1

arg(l + νi) + arg(Γ(1 + νi)).

Now we notice that

(153) − θ0,ν = − arg Γ(1 + νi) = γν +O(ν2),

being γ the Euler’s constant. Indeed, it is well known ([AS64]) that

log Γ(1 + z) = − log(1 + z) + z(1− γ) +O(z2).

Then

Γ(1 + iν) =
1

1 + iν
eiν(1−γ)+O(ν2) = (1− iν +O(ν2))(1 + iν(1− γ) +O(ν2))

= 1− γiν +O(ν2)

and henceforth, arg Γ(1 + iν) = −γν +O(ν2) as we wanted to check.
We use the expansion (152) for Kiν which has a decomposition

(154) Kiν(x) =
1

ν

[ νπ

sinh νπ

]1/2 {
− sin

(
ν log

(x
2

)
− θ0,ν

)
+ h(x)

}
with h(x) satisfying that |h(x)| ≤ C|x|2, |h′(x)| ≤ C|x| and |h′′(x)| ≤ C. Therefore

(155) K ′iν(x) =
[ νπ

sinh νπ

]1/2
{
−1

x
cos
(
ν log

(x
2

)
− θ0,ν

)
+
h′(x)

ν

}
and as a consequence

V0(R) =
nq

R

cos
(
nq log

(
R
2

)
− θ0,nq

)
− (nq)−1Rh′(R)

sin
(
nq log

(
R
2

)
− θ0,nq

)
− h(R)

with |h(x)|, |xh′(x)| ≤ Cx2 and θ0,nq = argΓ(1 + inq) = −nqγ +O(q2).
We notice now that when 2e−

π
2ν ≤ x ≤ ν2

−π
2

+ νγ +O(ν2) ≤ ν log
(x

2

)
− θ0,ν ≤ −2ν| log ν|(1 +O(| log ν|−1).
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Then, taking ν = nq we deduce that

(156)

a(R) :=
Rh′(R)

nq cos
(
nq log

(
R
2

)
− θ0,nq

) ≤ C(nq)4 1

(nq)2γ
(1 +O(q2)) ≤ C(nq)2,

|b(R)| :=

∣∣∣∣∣ h(R)

sin
(
nq log

(
R
2

)
− θ0,nq

)∣∣∣∣∣ ≤ C(nq)4 1

q| log q|
(1 +O(| log q|−1) ≤ C(nq)3

and therefore

(157) V0(R) =
nq

R
cotan

(
nq log

(
R

2

)
− θ0,nq

)
1− a(R)

1− b(R)
.

The result in (149) (and consequently item 2 of Proposition 4.1) follows from (157) and (156).

A.3. Monotonicity of vout
0 and f out

0 . This section is devoted to prove that vout
0 , f out

0 are
increasing functions in the outer region (see item 3 in Proposition 4.1). It is equivalent to prove
that V ′0(R), F ′0(R) are increasing functions in the corresponding domain.

We first emphasize that, using expansion (43) for Kinq and the corresponding expansions for
K ′inq, K

′′
inq, we have that for R� 1

V ′0(R) =
1

2R2
+O

(
1

R3

)
so that V ′0(R) > 0 if R� 1.

Assume then that there exists R∗ > 0 such that V ′0(R∗) = 0 and take the bigger R∗ critical
point. That is V ′0(R) 6= 0 if R > R∗. Notice that, using that V0(R) → −1 as R → ∞ and
V ′0(R) > 0 if R � 1 we deduce that V0(R∗) < −1 and V ′′0 (R∗) ≥ 0, indeed, if V ′′0 (R∗) < 0, it
should be a maximum which is a contradiction. Then, since V0 is solution of (33):

V0(R∗)

R∗
+ V 2

0 (R∗) +
q2n2

R2
∗
− 1 = 0

or equivalently

V0(R∗) = v±(R∗) :=
1

2

[
− 1

R∗
±

√
1

R2
∗

+ 4

(
1− q2n2

R2
∗

)]
=

1

2

[
− 1

R∗
±

√
1

R2
∗
(1− 4q2n2) + 4

]
.

Note that, when q is small enough, v±(R) are defined for all R > 0, that

lim
R→0

v±(R) = −∞, lim
R→∞

v+(R) = 1, lim
R→∞

v−(R) = −1,

v−(R) < v+(R) for all R > 0. We also have that V0(R) < −1, v−(R) < V0(R) < v+(R) if
R� 1.

We emphasize that, differentiating equation (33), we obtain that

V ′′0 (R) +
V ′0(R)

R
− V0(R)

R2
+ 2V0V

′
0 − 2

q2n2

R3
= 0.
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Evaluating at R = R∗ we have that

V ′′0 (R∗)−
V0(R∗)

R2
∗
− 2

q2n2

R3
∗

= 0⇐⇒ V ′′0 (R∗) =
V0(R∗)

R2
∗

+ 2
q2n2

R3
∗
.

That is, assuming that V0(R∗) = v−(R∗).

V ′′0 (R∗) =
1

2R2
∗

[
− 1

R∗
−

√
1

R2
∗

+ 4

(
1− q2n2

R2
∗

)]
+ 2

q2n2

R3
∗

and it is clear that, if q is small enough, V ′′0 (R∗) < 0 and therefore we have a contradiction
with the fact that R∗ can not be a maximum. We conclude then that V0(R∗) = v+(R∗). In this
case, V0(R∗) < −1 if and only if

−1 +
1

2R∗
>

1

2

√
1

R2
∗

+ 4

(
1− q2n2

R2
∗

)
which implies that R∗ < 1/2 and

1− 1

R∗
> 1− q2n2

R2
∗
⇐⇒ R∗ < q2n2.

We recall that V ′′0 (R∗) > 0. Therefore,

(158) V ′′0 (R∗) =
V0(R∗)

R2
∗

+ 2
q2n2

R3
∗
> 0⇒ V0(R∗) > −2

q2n2

R∗
.

Since R∗ < q2n2, using (157), we rewrite V0(R∗) as:

V0(R∗) =
nq

R∗

cos
(
nq log

(
R∗
2

)
− θ0,nq

)
sin
(
nq log

(
R∗
2

)
− θ0,nq

) 1 + a(R∗)

1 + b(R∗)
.

Since the function cos(x)/ sin(x) is a decreasing function if x ∈ [−π/2, 0], we have that, us-
ing (156)

V0(R∗) ≤
nq

R∗

1 + a(R∗)

1 + b(R∗)

cos
(
nq log

(
(nq)2

2

)
− θ0,nq

)
sin
(
nq log

(
(nq)2

2

)
− θ0,nq

) =
nq

R∗

1

2nq log(nq)
(1 +O(q2| log q|2))

= − 1

2R∗| log(nq)|
(1 +O(q2| log q2))

which is a contradiction with (158). Then we conclude that V ′0(R) > 0.
Note that since V ′0(R) > 0 for R ≥ ρ0e

− π
2ν then by (148) V0(R) = −1 − 1

2R
+ O(1/R2) if

R� 1 which implies that V0(R)→ −1 when R→∞ and hence V0(R) < −1.
In addition, it is clear that we also have that F ′0(R) > 0 (see for instance A.1) and that the

bound |kV0(R)| ≤ R−1
min � ε−1 implies F0(R) ≥ 1/2.

Going back to the originals variables, item 3 of Proposition 4.1 is proven.
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A.4. Bounds for vout
0 and f out

0 . Now we are going to prove the corresponding bounds for vout
0

and f out
0 and its derivatives in item 4 of Proposition 4.1.

Let us first provide a technical lemma whose proof is postponed to the end of this section.

Lemma A.1. for any ρ0 > 2e2, there exists q0 > 0, such that if 0 < q < q0, the modified Bessel
function Kinq(R) satisfies:

Kinq(R) > 0, K ′inq(R) < 0, K ′′inq(R) > 0, for all R ≥ ρ0e
− π

2qn .

We point out that, in outer variables, in order to prove the bounds in items 3 and 4, it is
enough to prove Corollary 5.10 has to check the following result (see also Corollary 5.10):

Lemma A.2. Let ρ0 � 1 and α ∈ (0, 1). Then there exists q0 = q0(ρ0, α) > 0 and a constant

M > 0 such that for any 0 < q < q0 and R ∈ [Rmin,+∞) with Rmin satisfying ρ0e
− π

2qn ≤
Rmin ≤ εα one has

|kV0(R)|, |kV ′′(R)R2| ≤MεR−1
min, |kV ′0(R)R|,≤Mk|V0(R)| ≤ εR−1

min,

and

|R(V0(R) + 1)|, |R2V ′0(R)|, |R3V ′′0 (R)| ≤M.

With respect to F0, we have that F0(R) ≥ 1/2 and

|F ′0(R)R2|, |F ′′0 (R)R3| ≤ CkεR−1
min, |1− F0(R)|, |F ′0(R)R|, |F ′′0 (R)R2| ≤ Cε2R−2

min.

Proof. Because of item 3 of Proposition 4.1, V0 is an increasing and negative function on
[Rmin,∞). Therefore we have that |kV0(R)| ≤ k|V0(Rmin)|. We notice that, from (154) and (155)

V0(Rmin) =
K ′inq(Rmin)

Kinq(Rmin)
= −

− 1
Rmin

cos
(
nq log

(
Rmin

2

)
− θ0,nq

)
+ h′(Rmin)

nq

1
nq

{
− sin

(
nq log

(
Rmin

2

)
− θ0,nq

)
+ h(Rmin)

}
=

nq

Rmin

cos
(
nq log

(
Rmin

2

)
− θ0,nq

)
−Rmin

h′(Rmin)
nq

sin
(
nq log

(
Rmin

2

)
− θ0,nq

)
− h(Rmin)

with h(R) satisfying that |h(R)| ≤M |R|2 and |h′(R)| ≤M |R|. We recall that ε = kq = µe−
π

2nq

and −θ0,nq = γnq +O(q2). Then, since Rmin ≤ εα � q

|kV0(Rmin)| ≤ k
nq

Rmin

1 +O(Rm)∣∣sin (−πα
2

+O(q)
)∣∣+O(R2

min)
≤MεR−1

min.

Define now the function g(R) = RV0(R). Assume that, for some R∗, the function has a
critical point, namely, g′(R∗) = R∗V

′
0(R∗) + V0(R∗) = 0. Then using the equation (33) satisfied

by V0 we get:

V 2
0 (R∗)− 1 +

q2n2

R2
∗

= 0⇐⇒ V 2
0 (R∗) = 1− q2n2

R2
∗
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which is a contradiction with the fact that V0(R) < −1. Recall that, for R� 1,

V0(R) = −1− 1

2R
+O

(
1

R2

)
.

As a consequence

g′(R) = −1−O(R−2)→ −1, as R→∞.
Therefore, g′(R) < 0 for all R ≥ Rmin. Then g(R1) ≤ g(R2) if R1 ≥ R2 and using that g(R) < 0,
we conclude that |g(R2)| ≤ |g(R1)| when R1 ≥ R2. On the other hand, |R(V0(R) + 1)| ≤ M
when R ≥ R0 if R0 is big enough (but independent of q). Thus, if Rmin ≤ R ≤ R0,

|R(V0(R) + 1)| = |RV0(R)| −R ≤ R|V0(R)| ≤ R0|V0(R0)| ≤MεR−1
min.

With respect to V ′0(R) we have that |R2V ′0(R)| ≤ M if R ≥ R0 with R0 big enough. Take
now Rmin ≤ R ≤ R0. We recall that V0(R) = K ′inq(R)/Kinq(R) < 0 and we notice that

0 < V ′0(R) =
K ′′inq(R)

Kinq(R)
−
(
K ′inq(R)

Kinq(R)

)2

≤
K ′′inq(R)

Kinq(R)
.

The modified Bessel function Kinq satisfies the linear differential equation

K ′′inq +
K ′inq(R)

R
−Kinq(R)

(
1− n2q2

R2

)
= 0.

Then, using that, by Lemma A.1, Kinq(R) > 0, K ′inq(R) < 0 and K ′′inq(R) > 0:

0 < K ′′inq(R) = −
K ′inq(R)

R
+Kinq(R)

(
1− n2q2

R2

)
≤ −

K ′inq(R)

R
+Kinq(R).

Therefore, if Rmin ≤ R ≤ R0

|R2V ′0(R)| = R2V ′0(R) ≤ −R
K ′inq(R)

Kinq(R)
+R2 = R|V0(R)|+R2 ≤ R|V0(R)|+R2

0 ≤M.

In addition, using that V0 satisfies equation (33)

0 < kRV ′0(R) = −kV0(R)− kR(V 2
0 (R)− 1)− kq

2n2

R
≤ −kV0(R) ≤MεR−1

min.

Now we deal with V ′′0 (R). We have that, when R ≥ R0 with R0 big enough (but independent
of q), |R3V ′′0 (R)| ≤M . For Rmin ≤ R ≤ R0,

V ′′0 (R) =
V0

R2
− V ′0
R

+ 2V0V
′

0(R) +
n2q2

R3
.

Therefore, using that |RV0(R)| and |R2V ′0(R)| ≤M for Rmin ≤ R ≤ R0 we obtain:

|R3V ′′0 (R)| ≤M.
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Moreover, using that kqR−1
min ≤ ε1−α

|kR2V ′′0 (R)| ≤ |kV0(R)|+ |kRV ′0(R)|+ 2k|V0(R)||R2V ′0(R)|+ k
n2q2

R
≤MεR−1

min.

Now we deal with the properties of F0 and its derivatives. Since |kV0(R)| ≤ Mε1−α and

F0(R) =
√

1− k2V 2
0 − ε2n2R−2, we have that

F0(R) = 1−
∑
n≥1

anB0(R)n, an > 0

with

B0(R) = k2V 2
0 (R) +

ε2n2

R2

Then

F ′0(R) = −
∑
n≥1

nanB
n−1
0 (R)B′0(R),

F ′′0 (R)−
∑
n≥1

nan
[
(n− 1)Bn−2

0 (R)(B′0(R))2 +Bn−1
0 (R)B′′0 (R)

]
.

Using the properties for V0, we deduce from the above expression, the corresponding to F0

ones. �

To finish we proof Lemma A.1.

Proof of Lemma A.1. We take ν = nq. Besides expression (152) of Kiν we also have the integral
expression:

(159) Kiν(x) =

∫ ∞
0

exp(−x cosh t) cos(νt) dt

from which we deduce that Kiν(x) is real if x ∈ R.
Notice that, from the asymptotic expression (see (43)):

(160) Kiν(x) =

√
π

2x
e−x

(
1 +O

(
1

x

))
, K ′iν(x) = −

√
π

2x
e−x

(
1 +O

(
1

x

))
,

we only need to prove that K ′′iν(x) > 0.
We first claim that K ′′iν(x) > 0 if x ≥ ν2 and ν > 0. Indeed, differentiating twice the

expression (159):

K ′′iν(x) =

∫ ∞
0

exp(−x cosh t) cosh2 t cos(νt) dt.
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For 0 ≤ νt ≤ π
4
, we have that cos(νt) ≥

√
2

2
and then, also using that et ≤ 2 cosh t ≤ et+1 ≤ 2et

for t ≥ 0, we obtain

K ′′iν(x) ≥
√

2

2

∫ π
4ν

0

exp(−x cosh(t)) cosh2 t dt−
∫ ∞
π
4ν

exp(−x cosh(t)) cosh2 t dt

≥
√

2

8

∫ π
4ν

0

exp

(
−xe

t + 1

2

)
e2t dt−

∫ ∞
π
4ν

exp

(
−xe

t

2

)
e2t dt

=

√
2

8
exp

(
−x

2

)∫ π
4ν

0

exp
(
−x

2
et
)
e2t dt−

∫ ∞
π
4ν

exp
(
−x

2
et
)
e2t dt.

Note that, performing the obvious change u = et:∫
exp

(
−xe

t

2

)
e2t dt =

∫
exp

(
−x

2
u
)
u du = −2

x
exp

(
−x

2
u
)
u+

2

x

∫
exp

(
−x

2
u
)

du

= −2

x
exp

(
−x

2
u
)
u− 4

x2
exp

(
−x

2
u
)

= −2

x
exp

(
−x

2
et
)
et − 4

x2
exp

(
−x

2
et
)

= − 2

x2
exp

(
−x

2
et
) [
xet + 2

]
=: −F (t).

We obtain then

K ′′iν(x) ≥
[
F (0)− F

( π
4ν

)] √2

8
e−x/2 − F

( π
4ν

)
.

In order to check that K ′′iν(x) > 0, we have to prove that

F (0) > F
( π

4ν

)[
1 +

8√
2
ex/2

]
.

Since x ≥ 0, it is enough to check that

2 > exp
(
−x

2

(
e
π
4ν − 1

)) (
xe

π
4ν + 2

)(
1 +

8√
2
ex/2

)
.

On the one hand, x ≥ ν2 with ν small enough, implies that 2 ≤ ν2e
π
4ν ≤ xe

π
4ν . On the other

hand, it is clear that 1 ≤ ex/2 if x > 0 and x ≤ ex. Therefore, the above inequality is satisfied
if

2 > 6
8√
2

exp
(
−x

2

(
e
π
4ν − 1

))
exe

π
4ν ex/2 ⇐⇒

√
2

24
> exp

(
−x

2

(
e
π
4ν − 4

)
+

π

4ν

)
for all x ≥ ν2. Thus we need ν to satisfy:

√
2

24
> exp

(
−ν

2

2

(
e
π
4ν − 4

)
+

π

4ν

)
which holds true if ν is small enough.
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It remains to prove that K ′′iν(x) > 0 if x ≤ ν2. For that we use that from (154) and (155)
(161)

K ′′iν(x) =
[ νπ

sinh νπ

]1/2
{
ν

x2
sin
(
ν log

(x
2

)
− θ0,ν

)
+

1

x2
cos
(
ν log

(x
2

)
− θ0,ν

)
+
h′′(x)

ν

}
.

For ρ0e
− π

2ν ≤ x ≤ ν2, it is clear from (153)

ν log
(x

2

)
− θ0,ν < 2ν log ν + (γ − log 2)ν +O(ν2) < 0,

ν log
(x

2

)
− θ0,ν > ν log

(ρ0

2

)
− π

2
+ γν +O(ν2) > −π

2
if we take ρ0 ≥ 2 and ν small enough, independent of ρ0. Therefore, if ν is small enough,

cos
(
ν log

(x
2

)
− θ0,ν

)
≥ cos

(
ν log

(ρ0

2

)
− π

2
+ γν +O(ν2)

)
= sin

(
ν log

(ρ0

2

)
+ γν +O(ν2)

)
≥ 1

2
ν log ρ0.

Then, from expression (161) of K ′′iν(x)

K ′′iν(x) ≥
[ νπ

x2 sinh νπ

]1/2
{

1

2
ν log ρ0 − ν − C

x2

ν

}
≥ 1

2
ν log ρ0 − ν − Cν3 > 0

if ρ0 ≥ 2e2 and ν small enough, independent of ρ0. Therefore, we have just shown that
K ′′iν(x) ≥ 0 if x ≥ ρ0e

− π
2ν . This result along with the asymptotic expressions (160) provides the

sign for K ′iν and Kiν . �

Appendix B. The dominant solutions in the inner region. Proof of
Proposition 4.3

We now prove the asymptotic properties of f in
0 , v

in
0 defined in (40). As we have already

pointed out, the properties of f0 = f in
0 and ∂rf

in
0 are all provided in [AB11]. With respect to

the properties of vin
0 (r) = qv0(r) in the second item, in [ABMS16] was considered the function

v0(r) = − 1

rf 2
0 (r)

∫ r

0

ξf 2
0 (ξ)(1− f 2

0 (ξ)) dξ

and were proven the same asymptotic properties of v0 as the ones stated in the second item
but for all r > 0. Since vin

0 = qv0 with v0 in (39), we introduce

∆v0(r; k) := v0(r; k)− v0(r) = k2 1

rf 2
0 (r)

∫ r

0

ξf 2
0 (ξ) dξ.

Note that, if r ∼ 0, using that f0(r) ∼ α0r
n

∆v0(r; k) ∼ 1

2n+ 2
k2r, ∂r∆v0(r; k) ∼ k2c

for some constant c. Then it is clear that, for r ∼ 0, the properties of vin
0 (r; k, q) are deduced

from the analogous ones for v0(r) proven in [ABMS16].
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When kr ≤ n/
√

2 and r � 1, we have that 1/2 ≤ f0(r) ≤ 1. Then

|∆v0(r; k)| ≤Mk2r.

As a consequence |∆v0(r; k)| ≤ M n2

2r
≤ M | log r|r−1 if kr ≤ n/

√
2. In [AB11] was already

proven |v0(r)| ≤ M | log r|r−1. Therefore this property (and analogously the one for v′0) is
satisfied.

It only remains to check that v0 < 0. From its definition (39) it is enough to check that
1− k2 − f 2

0 (r) > 0 for 0 ≤ r ≤ n
k
√

2
. We first notice that there exists r0 � 1 such that

1− f 2
0 (r) ≥ n2

2r2
, r � r0.

Therefore, for kr ≤ n/
√

2 and r � r0, we have that 1−k2−f 2
0 (r) ≥ 0. Since f0 is an increasing

function, we have that 1− k2 − f 2
0 (r) ≥ 0 for all r ≥ 0 such that kr ≤ n/

√
2.

Now we prove the third item. We first deal with the asymptotic expression of vin
0 = qv0.

We use the asymptotic expressions of f0(r) already proven in the first item, namely f0(r) =

1− n2

2r2
+O(r−4) as r →∞. We write

v0(r) =− 1

rf 2
0 (r)

∫ r

0

ξf 2
0 (ξ)(1− f 2

0 (ξ)) dξ +
k2

rf 2
0 (r)

∫ r

0

ξf 2
0 (ξ) dξ =: v1

0(r) + v2
0(r).

Take r∗ � 1. It is clear that

k2

rf 2
0 (r)

∫ r

0

ξf 2
0 (ξ) dξ =

k2

rf0(r)

∫ r∗

0

ξf 2
0 (ξ) dξ +

k2

rf0(r)

∫ r

r∗

ξf 2
0 (ξ) dξ

Notice that
k2

rf0(r)

∫ r∗

0

ξf 2
0 (ξ) dξ = k2O(r−1)

and, using that f 2
0 (r) = 1− n2

r2
+O(r−4) if r, r∗ � 1,

k2

rf0(r)

∫ r

r∗

ξf 2
0 (ξ) dξ = k2 r

2 − r2
∗

2r
− k2n2 log r

r
+ k2O(r−1).

Consider now r∗ � 1 and let us define

∆v0(r, r∗) :=v1
0(r) +

n2

rf 2
0 (r)

log

(
r

r∗

)
+

1

rf 2
0 (r)

∫ r∗

0

ξf 2
0 (ξ)(1− f 2

0 (ξ)) dξ

=
1

rf 2
0 (r)

∫ r∗

r

ξf 2
0 (ξ)(1− f 2

0 (ξ)) dξ +
n2

rf 2
0 (r)

log

(
r

r∗

)
.

It is clear, using again that f 2
0 (r) = 1− n2

2r2
+O(r−4)

∆v0(r, r∗) =
1

rf 2
0 (r)

∫ r∗

r

n2

ξ
+O

(
1

ξ3

)
dξ +

n2

rf 2
0 (r)

log

(
r

r∗

)
= O(r−3) +O(r−1r−2

∗ ).
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Therefore, taking r∗ →∞, we have that

O(r−3) = v1
0(r) +

n2

rf 2
0 (r)

log r +
1

rf 2
0 (r)

lim
r∗→∞

(
−n2 log r∗ +

∫ r∗

0

ξf 2
0 (ξ)(1− f 2

0 (ξ) dξ

)
= v1

0(r) +
1

rf 2
0 (r)

(
n2 log r + Cn

)
= v1

0(r) +
1

r

(
n2 log r + Cn

) (
1 +O(r−2)

)
= v1

0(r) +
n2

r
log r +

Cn
r

+O(r−3 log r)

with Cn as defined in Theorem 2.5. Collecting all the estimations, the proof of (54) is complete.

References
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