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The Restricted 3-Body Problem models the motion of a body 
of negligible mass under the gravitational influence of two 
massive bodies called the primaries. If one assumes that 
the primaries perform circular motions and that all three 
bodies are coplanar, one has the Restricted Planar Circular 
3-Body Problem (RPC3BP). In rotating coordinates, it can 
be modeled by a two degrees of freedom Hamiltonian, which 
has five critical points called the Lagrange points L1, . . . , L5.
The Lagrange point L3 is a saddle-center critical point which 
is collinear with the primaries and beyond the largest of the 
two. In this paper, we obtain an asymptotic formula for the 
distance between the stable and unstable manifolds of L3 for 
small values of the mass ratio 0 < μ � 1. In particular we 
show that L3 cannot have (one round) homoclinic orbits.
If the ratio between the masses of the primaries μ is small, the 
hyperbolic eigenvalues of L3 are weaker, by a factor of order √
μ, than the elliptic ones. This rapidly rotating dynamics 

makes the distance between manifolds exponentially small 
with respect to √μ. Thus, classical perturbative methods (i.e. 
the Melnikov-Poincaré method) can not be applied.
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The obtention of this asymptotic formula relies on the results 
obtained in the prequel paper [10] on the complex singularities 
of the homoclinic of a certain averaged equation and on the 
associated inner equation.
In this second paper, we relate the solutions of the inner 
equation to the analytic continuation of the parameterizations 
of the invariant manifolds of L3 via complex matching 
techniques. We complete the proof of the asymptotic formula 
for their distance showing that its dominant term is the one 
given by the analysis of the inner equation.
© 2023 The Author(s). Published by Elsevier Inc. This is an 

open access article under the CC BY license (http://
creativecommons .org /licenses /by /4 .0/).
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1. Introduction

The Restricted Circular 3-Body Problem models the motion of a body of negligible 
mass under the gravitational influence of two massive bodies, called the primaries, which 
perform a circular motion. If one also assumes that the massless body moves on the 
same plane as the primaries one has the Restricted Planar Circular 3-Body Problem 
(RPC3BP).

Let us name the two primaries S (star) and P (planet) and normalize their masses so 
that mS = 1 − μ and mP = μ, with μ ∈

(
0, 1

2
]
. Choosing a suitable rotating coordinate 

system, the positions of the primaries can be fixed at qS = (μ, 0) and qP = (μ − 1, 0). 
Then, the position and momenta of the third body, (q, p) ∈ R2 × R2, are governed by 
the Hamiltonian system associated to the Hamiltonian

h(q, p;μ) = ||p||2
2 − qt

Å
0 1
−1 0

ã
p− (1 − μ)

||q − (μ, 0)|| −
μ

||q − (μ− 1, 0)|| . (1.1)

Note that this Hamiltonian is autonomous. The conservation of h corresponds to the 
preservation of the classical Jacobi constant.

For μ > 0, it is a well known fact that (1.1) has five critical points, usually called 
Lagrange points (see Fig. 1(a)). On an inertial (non-rotating) system of coordinates, 
the Lagrange points correspond to periodic dynamics with the same period as the two 
primaries, i.e. on a 1:1 mean motion resonance. The three collinear Lagrange points, L1, 
L2 and L3, are of center-saddle type whereas, for small μ, the triangular ones, L4 and 
L5, are of center-center type (see, for instance, [55]).

Due to its interest in astrodynamics, a lot of attention has been paid to the study of 
the invariant manifolds associated to the points L1 and L2 (see [40,32,21]). The dynamics 
around the points L4 and L5 has also been heavily studied since, due to its stability, 
it is common to find objects orbiting around these points (for instance the Trojan and 
Greek Asteroids associated to the pair Sun-Jupiter, see [29,20,51]). Since the point L3
is located “at the other side” of the massive primary, it has received somewhat less 
attention. However, the associated invariant manifolds (more precisely its center-stable 
and center-unstable invariant manifolds) play an important role in the dynamics of the 
RPC3BP since they act as boundaries of effective stability of the stability domains around 
L4 and L5 (see [31,54]). The invariant manifolds of L3 play also a fundamental role in 
creating transfer orbits from the small primary to L3 in the RPC3BP (see [37,56]) or 
between primaries in the Bicircular 4-Body Problem (see [38,39]).

Moreover, being far from collision, the dynamics close to the Lagrange point L3 and its 
invariant manifolds for small μ are rather similar to that of other mean motion resonances 
which play an important role in creating instabilities in the Solar system, see [28]. On 
the contrary, since the points L1 and L2 are close to collision for small μ, the analysis 
of the associated dynamics is quite different.

Over the past years, one of the main focuses of study of the dynamics “close” to 
L3 and its invariant manifolds has been the so called “horseshoe-shaped orbits”, first 
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Fig. 1. (a) Projection onto the q-plane of the Lagrange points (red) for the RPC3BP on rotating coordinates. 
(b) Plot of the stable (green) and unstable (blue) manifolds of L3, for μ = 0.0028, on the q-plane. (For 
interpretation of the colors in the figure(s), the reader is referred to the web version of this article.)

considered in [17], which are quasi-periodic orbits that encompass the critical points L4, 
L3 and L5. The interest on these types of orbits arises when modeling the motion of 
co-orbital satellites, the most famous being Saturn’s satellites Janus and Epimetheus, 
and near Earth asteroids. Recently, in [49], the authors have proved the existence of 2-
dimensional elliptic invariant tori on which the trajectories mimic the motions followed 
by Janus and Epimetheus (see also [24,25,44,22,12,15,9,23]).

Rather than looking at stable motions “close to” L3 as [49], the goal of this paper 
(and its prequel [10]) is rather different: its objective is to prove the breakdown of ho-
moclinic connections to L3. Indeed, since L3 is a center-saddle critical point, it possesses 
1-dimensional unstable and stable manifolds, which we denote by W u(μ) and W s(μ), 
respectively, and a 2-dimensional center manifold. Theorem 1.1 below gives an asymp-
totic formula for the distance between the stable and unstable invariant manifolds (at a 
suitable transverse section) for mass ratio μ > 0 small enough.

1.1. The distance between the invariant manifolds of L3

The one dimensional unstable and stable invariant manifolds of L3 have two branches 
each (see Fig. 1(b)). One pair circumvents L5, which we denote by W u,+(μ) and W s,+(μ), 
and the other, W u,−(μ) and W s,−(μ), circumvents L4. Since the Hamiltonian system 
associated to the Hamiltonian h is reversible with respect to the involution

Φ(q, p; t) = (q1,−q2,−p1, p2),

the + branches of the invariant manifolds are symmetric with respect to the − branches. 
Thus, we restrict our analysis to the positive branches.

To measure the distance between W u/s,+(μ), we consider the symplectic polar change 
of coordinates
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q = r

Å
cos θ
sin θ

ã
, p = R

Å
cos θ
sin θ

ã
− G

r

Å
sin θ

− cos θ

ã
, (1.2)

where R is the radial linear momentum and G is the angular momentum.
We consider the 3-dimensional section

Σ =
{

(r, θ, R,G) ∈ R× T ×R2 : r > 1, θ = π

2

}
and denote by (ru

∗ , 
π
2 , R

u
∗ , G

u
∗) and (rs

∗, 
π
2 , R

s
∗, G

s
∗) the first crossing of the invariant man-

ifolds with this section.
The next theorem measures the distance between these points for 0 < μ � 1.

Theorem 1.1. There exists μ0 > 0 such that, for μ ∈ (0, μ0),

‖(ru
∗ , R

u
∗ , G

u
∗) − (rs

∗, R
s
∗, G

s
∗)‖ = 3

√
4μ 1

3 e
− A√

μ

ï
|Θ| + O

Å 1
|logμ|

ãò
,

where:

• The constant A > 0 is the real-valued integral

A =

√
2−1
2∫

0

2
1 − x

…
x

3(x + 1)(1 − 4x− 4x2)dx ≈ 0.177744. (1.3)

• The constant Θ ∈ C is the Stokes constant associated to the inner equation analyzed 
in [10] and in Theorem 3.13 below.

Remark 1.2. We can prove the same result for any section

Σ(θ∗) =
{
(r, θ, R,G) ∈ R× T ×R2 : r > 1, θ = θ∗

}
,

with θ∗ ∈ (0, θ0) and θ0 = arccos
( 1

2 −
√

2
)

(the value of μ0 depends on how close to the 
endpoints of the interval θ∗ is). The section θ = θ0 is close to the “turning point” of the 
invariant manifolds (see Fig. 1(b)).

The constant A in (1.3) is derived from the values of the complex singularities of the 
separatrix of certain integrable averaged system, which is studied in the prequel paper 
[10]. The results obtained in [10] about this separatrix are summarized in Theorem 3.1
below.

The origin of the constant Θ appearing in Theorem 1.1 is explained in Theorem 3.13, 
which analyzes the so-called inner equation. This theorem is also proven in [10]. Moreover, 
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in that paper it is seen, by a numerical computation,1 that |Θ| ≈ 1.63. We expect that 
one should be able to prove that |Θ| �= 0 by means of rigorous computer computations 
(see [6]). Note that |Θ| �= 0 implies that there are not primary (i.e. one round) homoclinic 
orbits to L3.

A fundamental problem in dynamical systems is to prove whether a given model has 
chaotic dynamics (for instance a Smale horseshoe). For many physically relevant models 
this is usually remarkably difficult. This is the case of many Celestial Mechanics models, 
where most of the known chaotic motions have been found in nearly integrable regimes 
where there is an unperturbed problem which already presents some form of “hyperbol-
icity”. This is the case in the vicinity of collision orbits (see for example [46,13,16,47]) 
or close to parabolic orbits (which allows to construct chaotic/oscillatory motions), 
see [53,1,43,48,33,35,34]. There are also several results in regimes far from integrable 
which rely on computer assisted proofs [2,58,19,36]. The problem tackled in this paper 
and [10] is radically different. Indeed, if one takes the limit μ → 0 in (1.1) one obtains 
the classical integrable Kepler problem in the elliptic regime, where no hyperbolicity is 
present. Instead, the (weak) hyperbolicity is created by the O(μ) perturbation, which 
can be captured considering an integrable averaged Hamiltonian along the 1 : 1 mean 
motion resonance.2

One of the classical methods to construct chaotic dynamics is the Smale-Birkhoff 
homoclinic theorem by proving the existence of transverse homoclinic orbits to invariant 
objects, most commonly, periodic orbits. Certainly the breakdown of homoclinic orbits 
to the critical point L3 given by Theorem 1.1 does not lead to the existence of chaotic 
orbits. However, one should expect that Theorem 1.1 implies that there exist Lyapunov 
periodic orbits exponentially close to L3 whose stable and unstable invariant manifolds 
intersect transversally. This would create chaotic motions “exponentially close” to L3
and its invariant manifolds (see [11]).

As already mentioned, Theorem 1.1 rules out the existence of primary homoclinic 
connections to L3 in the RPC3BP for 0 < μ � 1. However, it does not prevent the 
existence of multiround homoclinic orbits, that is homoclinic orbits which pass close 
to L3 multiple times. It has been conjectured (see for instance [14], where the authors 
analyze this problem numerically) that multi-round homoclinic connections to L3 should 
exist for a sequence of values {μk}k∈N satisfying μk → 0 as k → ∞.

A first step towards proving Arnold diffusion along the 1 : 1 mean motion resonance 
in the 3-body problem? Consider the 3-Body Problem in the planetary regime, that is 
one massive body (the Sun) and two small bodies (the planets) performing approximate 
ellipses (including the “Restricted limit” when one of planets has mass zero). A funda-
mental problem is to assert whether such configuration is stable (i.e. is the Solar system 

1 One can find in the webpage https://github .com /margiralt /stokesConstantL3 the code for this numerical 
computation.
2 The 1 : 1 averaged Hamiltonian has been also studied to obtain “good” approximations for the global 

dynamics in the 1 : 1 resonant zone, see for example [52,50] and the references therein.

https://github.com/margiralt/stokesConstantL3
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stable?). Thanks to Arnold-Herman-Féjoz KAM Theorem, many of such configurations 
are stable, see [3,26]. However, it is widely expected that there should be strong insta-
bilities created by Arnold diffusion mechanisms (as conjectured by Arnold in [4]). In 
particular, it is widely believed that one of the main sources of such instabilities dynam-
ics are the mean motion resonances, where the period of the two planets is resonant (i.e. 
rationally dependent) [28].

The RPC3BP has too low dimension (2 degrees of freedom) to possess Arnold diffu-
sion. However, since it can be seen as a first order for higher dimensional models, the 
analysis performed in this paper can be seen as a humble first step towards constructing 
Arnold diffusion in the 1 : 1 mean motion resonance. In this resonance, the RPC3BP has 
a normally hyperbolic invariant manifold given by the center manifold of the Lagrange 
point L3. This normally hyperbolic invariant manifold is foliated by the classical Lya-
punov periodic orbits. One should expect that the techniques developed in the present 
paper would allow to prove that the invariant manifolds of these periodic orbits intersect 
transversally within the corresponding energy level of (1.1). Still, this is a much harder 
problem than the one considered in this paper and the technicalities involved would be 
considerable.

This transversality would not lead to Arnold diffusion due to the low dimension of 
the RPC3BP. However, if one considers either the Restricted Spatial Circular 3-Body 
Problem with small μ > 0 which has three degrees of freedom, the Restricted Planar 
Elliptic 3-Body Problem with small μ > 0 and eccentricity of the primaries e0 > 0, which 
has two and a half degrees of freedom, or the “full” planar 3-Body Problem (i.e. all three 
masses positive, two small) which has three degrees of freedom (after the symplectic 
reduction by the classical first integrals) one should be able to construct orbits with a 
drastic change in angular momentum (or inclination in the spatial setting).

In the Restricted Planar Elliptic 3-Body Problem the change of angular momentum 
would imply the transition of the zero mass body orbit from a close to circular ellipse 
to a more eccentric one. In the full 3BP, due to total angular momentum conservation, 
the angular momentum would be transferred from one body to the other changing both 
osculating ellipses. This behavior would be analogous to that of [28] for the 3 : 1 and 1 : 7
resonances. In that paper, the transversality between the invariant manifolds of the nor-
mally hyperbolic invariant manifold was checked numerically for the realistic Sun-Jupiter 
mass ratio μ = 10−3. Arnold diffusion instabilities have been analyzed numerically for 
the Restricted Spatial Circular 3-Body Problem in [57].

1.2. The strategy to prove Theorem 1.1

The main difficulty in proving Theorem 1.1 is that the distance between the stable and 
unstable manifolds of L3 is exponentially small with respect to 

√
μ (this is also usually 

known as a beyond all orders phenomenon). This implies that the classical Melnikov 
Method [30] to detect the breakdown of homoclinics cannot be applied.
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To prove Theorem 1.1, we follow the strategy of exponentially small splitting of sep-
aratrices (already outlined in [10]) which goes back to the seminal work by Lazutkin 
[41,42]. See [10] for a list of references on the recent developments in the field of ex-
ponentially small splitting of separatrices. In particular, we follow similar strategies of 
those in [8,7].

In the present work the first order of the difference between manifolds is not given 
by the Melnikov function. Instead, we must derive and analyze an inner equation which 
provides the dominant term of this distance. As a consequence, we need to “match” 
(i.e. compare) certain solutions of the inner equation with the parameterizations of the 
perturbed invariant manifolds.

The first part of the proof, that was completed in the prequel [10], dealt with the 
following steps:

A. We perform a change of coordinates to capture the slow-fast dynamics of the sys-
tem. The first order of the new Hamiltonian has a saddle point with an homoclinic 
connection (also known as separatrix) and a fast harmonic oscillator. The change of 
coordinates is introduced in Section 2 and the properties of the new Hamiltonian 
are stated in Proposition 2.1, which corresponds to Theorem 2.1 in [10].

B. We study the analytical continuation of the time-parametrization of the separatrix 
of this first order. In particular, we obtain its maximal strip of analyticity and 
the singularities at the boundary of this strip. This is explained in Theorem 3.1 in 
Section 3.1, which corresponds to Theorem 2.2 and Proposition 2.3 in [10].

C. We derive the inner equation. This step is contained in Proposition 3.12, which 
corresponds to Proposition 2.5 of [10].

D. We study two special solutions which will be “good approximations” of the perturbed 
invariant manifolds near the singularities of the unperturbed separatrix (see Step F 
below). Such solutions, and their difference, are provided by Theorem 3.13, which 
corresponds to Theorem 2.7 of [10].

The remaining steps necessary to complete the proof of Theorem 1.1 are the following:

E. We prove the existence of the analytic continuation of the parametrizations of the 
invariant manifolds of L3, W u,+(δ) and W s,+(δ), in an appropriate complex do-
main called boomerang domain. This domain contains a segment of the real line and 
intersects a sufficiently small neighborhood of the singularities of the unperturbed 
separatrix.

F. By using complex matching techniques, we show that, close to the singularities of the 
unperturbed separatrix, the solutions of the inner equation obtained in Step D are 
“good approximations” of the parameterizations of the perturbed invariant manifolds 
obtained in Step E.
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G. We obtain an asymptotic formula for the difference between the perturbed invariant 
manifolds by proving that the dominant term comes from the difference between the 
solutions of the inner equation.

The structure of this paper goes as follows. In Section 2 we perform the change 
of coordinates introduced in Step A and state Theorem 2.2, which is a reformulation 
of Theorem 1.1 in this new set of variables. Then, in Section 3, we state the results 
concerning Steps B, C and D above (which are proven in [10]) and we carry out Steps 
E, F and G. These steps lead to the proof of Theorem 2.2. Sections 4 and 5 are devoted 
to proving the results in Section 3 which concern Steps E and F.

2. A singular formulation of the problem

The Lagrange point L3 is a center-saddle equilibrium point, of the form (dμ, 0, 0, dμ)
with dμ = 1 + 5

12μ + O(μ3), of the Hamiltonian h in (1.1) whose eigenvalues, as μ → 0, 
satisfy (see [55])

Spec = {±√
μρ(μ),±i ω(μ)} , with

{
ρ(μ) =

»
21
8 + O(μ),

ω(μ) = 1 + 7
8μ + O(μ2).

The center and saddle eigenvalues are found at different time-scales. Moreover, when 
μ = 0, the unstable and stable manifolds of L3 “collapse” to a circle of critical points. Ap-
plying a suitable singular change of coordinates, which is based on the classical Poincaré 
variables (see [27,45]) and singular scalings, the Hamiltonian h can be written as a per-
turbation of a pendulum-like Hamiltonian weakly coupled with a fast oscillator.

The construction of this change of variables is presented in detail in Section 2.1 of [10]. 
To make the paper self-contained, in Appendix A, we give some details on the definition 
and properties of the Poincaré variables. In the present section we just describe the 
properties of the Hamiltonian (1.1) in these coordinates.

The Hamiltonian h expressed in the classical (rotating) Poincaré coordinates, φPoi :
(λ, L, η, ξ) → (q, p), defines a Hamiltonian system with respect to the symplectic form 
dλ ∧ dL + i dη ∧ dξ and the Hamiltonian

HPoi = HPoi
0 + μHPoi

1 , (2.1)

with

HPoi
0 (L, η, ξ) = − 1

2L2 − L + ηξ and HPoi
1 = h1 ◦ φPoi. (2.2)

Moreover, the critical point L3 satisfies

λ = 0, (L, η, ξ) = (1, 0, 0) + O(μ) (2.3)



10 I. Baldomá et al. / Advances in Mathematics 430 (2023) 109218
and the linearization of the vector field at this point has, at first order, an uncoupled 
nilpotent and center blocks, Ö0 −3 0 0

0 0 0 0
0 0 i 0
0 0 0 −i

è
+ O(μ). (2.4)

Since φPoi is an implicit change of coordinates, there is no explicit expression for HPoi
1 . 

However, it is possible to obtain series expansion in powers of (L − 1, η, ξ) (see Ap-
pendix B). These expansions have already been used in [10] (see Lemma 4.1).

To capture the slow-fast dynamics of the system, renaming

δ = μ
1
4 ,

we perform the singular symplectic scaling

φsc : (λ,Λ, x, y) �→ (λ, L, η, ξ), L = 1 + δ2Λ, η = δx, ξ = δy (2.5)

and the time reparametrization t = δ−2τ . Defining the potential

V (λ) = HPoi
1 (λ, 1, 0, 0; 0) = 1 − cosλ− 1√

2 + 2 cosλ
, (2.6)

the Hamiltonian system associated to HPoi, expressed in scaled coordinates, defines a 
Hamiltonian system with respect to the symplectic form dλ ∧ dΛ + idx ∧ dy and the 
Hamiltonian

H = Hp + Hosc + H1, (2.7)

where

Hp(λ,Λ) = −3
2Λ2 + V (λ), Hosc(x, y; δ) = xy

δ2 , (2.8)

H1(λ,Λ, x, y; δ) = HPoi
1 (λ, 1 + δ2Λ, δx, δy; δ4) − V (λ) + 1

δ4Fp(δ2Λ) (2.9)

and

Fp(z) =
Å
− 1

2(1 + z)2 − (1 + z)
ã

+ 3
2 + 3

2z
2 = O(z3). (2.10)

Therefore, we can define the “new” first order

H0 = Hp + Hosc. (2.11)
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Fig. 2. Phase portrait of the system given by Hamiltonian Hp(λ,Λ) on (2.8). On blue the two separatrices.

From now on, we refer to H0 as the unperturbed Hamiltonian and we identify H1 as the 
perturbation.

The next proposition, proven in [10, Theorem 2.1], gives some properties of the Hamil-
tonian H.

Proposition 2.1. The Hamiltonian H, away from collision with the primaries, is real-
analytic in the sense of H(λ,Λ, x, y; δ) = H(λ, Λ, y, x; δ).

Moreover, for δ > 0 small enough,

• The critical point L3 expressed in coordinates (λ, Λ, x, y) is given by

L(δ) =
(
0, δ2LΛ(δ), δ3Lx(δ), δ3Ly(δ)

)
, (2.12)

with |LΛ(δ)|, |Lx(δ)|, |Ly(δ)| ≤ C, for some constant C > 0 independent of δ.
• The point L(δ) is a saddle-center equilibrium point and its linearization isÜ

0 −3 0 0
−7

8 0 0 0
0 0 i

δ2 0
0 0 0 − i

δ2

ê
+ O(δ).

Therefore, it possesses a one-dimensional unstable and stable manifolds, Wu(δ) and 
Ws(δ).

The unperturbed system given by H0 in (2.11) has two homoclinic connections in 
the (λ, Λ)-plane associated to the saddle point (0, 0) and described by the energy level 
Hp(λ, Λ) = −1

2 (see Fig. 2). We define

λ0 = arccos
Å1

2 −
√

2
ã
, (2.13)

which satisfies Hp(λ0, 0) = −1
2 so that, for the unperturbed system, λ0 is the “turning 

point” in the (λ, Λ) variables. We will see that, in our regime, θ ≈ λ and thus the value 
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of θ0 introduced in Remark 1.2 is indeed close to the “turning point” of the invariant 
manifolds (see Fig. 1(b)).

We rewrite Theorem 1.1, in fact the more general result in Remark 1.2, in the set of 
coordinates (λ, Λ, x, y). For λ∗ ∈ (0, λ0), we consider the 3-dimensional section

S(λ∗) =
{
(λ,Λ, x, y) ∈ R2 ×C2 : λ = λ∗, Λ > 0, x = y

}
,

which is transverse to the flow of H, and we define the first crossings of the invariant 
manifolds Wu,s(δ) with this section as (λ∗, Λu

∗, x
u
∗, y

u
∗ ) and (λ∗, Λs

∗, x
s
∗, y

s
∗).

Theorem 2.2. Fix an interval [λ1, λ2] ⊂ (0, λ0) with λ0 as given in (2.13). Then, there 
exists δ0 > 0 and b0 > 0 such that, for δ ∈ (0, δ0) and λ∗ ∈ [λ1, λ2], the first crossings 
are analytic with respect to λ∗ and

|Λ�
∗| ≤ b0, |x�

∗|, |y�∗ | ≤ b0δ
3, � = u, s. (2.14)

Moreover,

|xu
∗ − xs

∗| = |yu
∗ − ys

∗| = 6
√

2 δ 1
3 e−

A
δ2

ï
|Θ| + O

Å 1
|log δ|

ãò
,

|Λu
∗ − Λs

∗| = O(δ 4
3 e−

A
δ2 ),

where A and Θ are the constants introduced in Theorem 1.1.

2.1. Proof of Theorem 1.1

To prove Theorem 1.1 (and Remark 1.2) from Theorem 2.2 we need to “undo” the 
changes of coordinates φPoi and φsc and adjust the section from λ = constant to θ =
constant.

First, we consider the change φsc given by (λ, L, η, ξ) = (λ, 1 +δ2Λ, δx, δy), (see (2.5)). 
For λ∗ ∈ [λ1, λ2] we define

L�(λ∗; δ) = 1 + δ2Λ�
∗, η�(λ∗; δ) = δx�

∗, ξ�(λ∗; δ) = δy�∗ , for � = u, s. (2.15)

Then, by Theorem 2.2, one has

|ΔL(λ∗; δ)| = |Lu(λ∗; δ) − Ls(λ∗; δ)| = O
Ä
δ

10
3 e−

A
δ2
ä
,

|Δη(λ∗; δ)| = |ηu(λ∗; δ) − ηs(λ∗; δ)| = 6
√

2 δ 4
3 e−

A
δ2

ï
|Θ| + O

Å 1
|log δ|

ãò
,

Δξ(λ∗; δ) = Δη(λ∗; δ).

(2.16)

Next, we study the change φPoi. In the following result, we give a series expression 
of the polar coordinates with respect to the Poincaré elements. Even though its proof 
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is a consequence of the definition of the Poincaré variables (see Section 4.1 in [10]), we 
provide it in Appendix A.

Lemma 2.3. Fix � > 0. Then, for |(L− 1, η, ξ)| � 1 and |Imλ| ≤ �, the polar coordinates 
(r, θ, R, G) introduced in (1.2) satisfy

r = 1 + 2(L− 1) − e−iλ

√
2
η − eiλ√

2
ξ + O(L− 1, η, ξ)2,

θ = λ + i
√

2e−iλη − i
√

2eiλξ + O(L− 1, η, ξ)2,

R = ie−iλ

√
2

η − ieiλ√
2
ξ + O(L− 1, η, ξ)2, G = L− ηξ.

Since in Theorem 2.2 the distance is measured in the section λ = λ∗ whereas the 
Theorem 1.1, and more generally Remark 1.2, measures it in the section θ = θ∗, we 
must “translate” the estimates in (2.16) to the new section. By Lemma 2.3, let gθ be the 
function such that θ = λ + gθ(λ, L, η, ξ). Then, for � = u, s, we consider

F �(λ, θ, δ) = θ − λ + gθ (λ, L�(λ; δ), η�(λ; δ), ξ�(λ; δ)) .

Applying the Implicit Function Theorem, Lemma 2.3 and that, by (2.15), L�(λ; 0) = 1
and η�(λ; 0) = ξ�(λ; 0) = 0, then there exist function ̂λ�(θ; δ) such that F �(λ̂�(θ; δ), θ, δ) =
0 and

λ̂�(θ; δ) = θ − i
√

2e−iθη̂�(θ; δ) + i
√

2eiθ ξ̂�(θ; δ)

+ O
Ä
L̂�(θ; δ) − 1, η̂�(θ; δ), ξ̂�(θ; δ)

ä2
,

(2.17)

with η̂�(θ; δ) = η�(λ̂�(θ; δ); δ), ξ̂�(θ; δ) = ξ�(λ̂�(θ; δ); δ) and L̂�(θ; δ) = L�(λ̂�(θ; δ); δ). 
Notice that, by (2.14) (plus Cauchy estimates for their derivatives) and (2.15),

λ̂�(θ; δ) = θ + O(δ4).

Thus, for any [θ1, θ2] ⊂ (0, λ0) and δ small enough, there exists [λ1, λ2] ⊂ (0, λ0) such 
that, for θ ∈ [θ1, θ2] one has λ̂u,s(θ; δ) ∈ [λ1, λ2]. In addition,

L̂�(θ; δ) = L�(θ; δ) + O(δ6) = 1 + O(δ2),

η̂�(θ; δ) = η�(θ; δ) + O(δ8) = O(δ4),

ξ̂�(θ; δ) = ξ�(θ; δ) + O(δ8) = O(δ4).

(2.18)

Then, since Λu,s
∗ > 0, by (2.15) one has that L̂u,s(θ; δ) > 1 for θ ∈ [θ1, θ2]. Moreover, by 

Lemma 2.3 and taking δ small enough, one has ru,s(θ) − 1 > 0.
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The difference between the invariant manifolds in a section of fixed θ ∈ [θ1, θ2] is given 
by

Δλ̂(θ; δ) = λ̂u(θ; δ) − λ̂s(θ; δ), ΔL̂(θ; δ) = L̂u(θ; δ) − L̂s(θ; δ),

Δη̂(θ; δ) = η̂u(θ; δ) − η̂s(θ; δ), Δξ̂(θ; δ) = ξ̂u(θ; δ) − ξ̂s(θ; δ).

Then, by (2.17) and (2.18), one has that

Δλ̂(θ; δ) = −i
√

2e−iθΔη̂(θ; δ) + i
√

2eiθΔξ̂(θ; δ) + O
Ä
δ2ΔL̂(θ; δ), δ4Δη̂(θ; δ), δ4Δξ̂(θ; δ)

ä
.

Moreover, by the mean value theorem, (2.16) and (2.18),

ΔL̂(θ; δ) =ΔL(λ̂u(θ; δ); δ) + L̂s(λ̂u(θ; δ); δ) − L̂s(λ̂s(θ; δ); δ)

=O(δ 10
3 e−

A
δ2 ) + δ2O

Ä
Δλ̂(θ; δ)

ä
.

Analogously,

Δη̂(θ; δ) = Δη(λ̂u(θ; δ); δ) + δ4O
Ä
Δλ̂(θ; δ)

ä
,

Δξ̂(θ; δ) = Δη(λu(θ; δ); δ) + δ4O
Ä
Δλ̂(θ; δ)

ä
.

Therefore, using (2.16), one can conclude that

|Δλ̂(θ; δ)| = O
Ä
δ

4
3 e−

A
δ2
ä
, |Δη̂(θ; δ)| = 6

√
2 δ 4

3 e−
A
δ2

ï
|Θ| + O

Å 1
|log δ|

ãò
,

|ΔL̂(θ; δ)| = O
Ä
δ

10
3 e−

A
δ2
ä
, Δξ̂(θ; δ) = Δη̂(θ; δ).

Once we have adjusted the transverse section, it only remains to apply Lemma 2.3 to 
translate these differences to polar coordinates. That is,

ru − rs = −
√

2 cos θReΔη̂(θ; δ) −
√

2 sin θ Im Δη̂(θ; δ) + O(δ 10
3 e−

A
δ2 ),

Ru −Rs = −
√

2 cos θ Im Δη̂(θ; δ) +
√

2 sin θReΔη̂(θ; δ) + O(δ 16
3 e−

A
δ2 ),

Gu −Gs = O(δ 10
3 e−

A
δ2 ),

which implies

‖(ru, Ru, Gu) − (rs, Rs, Gs)‖ =
√

2 |Δη̂(θ; δ)| + O(δ 10
3 e−

A
δ2 )

= 3
√

4 δ 4
3 e−

A
δ2

ï
|Θ| + O

Å 1
|log δ|

ãò
.

To conclude the proof of Theorem 1.1, it is enough to recall that δ = μ
1
4 .
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3. Proof of Theorem 2.2

In this section, we present the main steps necessary to prove Theorem 2.2 (see the 
list in Section 1) and complete its proof. In Section 3.1 we summarize the results con-
cerning the analysis of the separatrix of the unperturbed Hamiltonian Hp (see (2.8)) 
done in [10] (Step B). In Section 3.2, we prove the existence of parametrizations of the 
perturbed invariant manifolds in suitable complexes domains (Step E). In Section 3.3, 
we study the difference between the perturbed manifolds near the singularities of the 
perturbed separatrix. In particular, in Section 3.3.1, we summarize the results concern-
ing the derivation (Step C) and analysis (Step D) of the inner equation obtained in 
[10] and, in Section 3.3.2, we compare certain solutions of the inner equation with the 
parametrizations of the perturbed manifolds by means of complex matching techniques 
(Step F). Finally, in Section 3.4, we combine all the previous results to obtain the domi-
nant term of the difference between the invariant manifolds and prove Theorem 2.2 (Step 
G).

3.1. Analytical continuation of the unperturbed separatrix

The unperturbed Hamiltonian

H0(λ,Λ, x, y) = Hp(λ,Λ) + Hosc(x, y)

(see (2.11)) possesses a saddle with two separatrices in the (λ, Λ)-plane (see Fig. 2). Let 
us consider the real-analytic time parametrization of the separatrix with λ ∈ (0, π),

σ : R → T ×R

t �→ σ(t) = (λh(t),Λh(t)),
(3.1)

with initial condition σ(0) = (λ0, 0) where λ0 = arccos
( 1

2 −
√

2
)
∈
( 2

3π, π
)
.

The following result (which encompass Theorem 2.2, Proposition 2.3 and Corollary 2.4 
in [10]) gives the properties of the analytic extension of σ(t) to the domain

Πext
A,β = {t ∈ C : |Im t| < tan β Re t + A}∪

{t ∈ C : |Im t| < − tan β Re t + A} ,
(3.2)

with A as given in (1.3) (see Fig. 3).

Theorem 3.1. The real-analytic time parametrization σ defined in (3.1) satisfies:

• There exists 0 < β0 < π
2 such that σ(t) extends analytically to ΠA,β0.

• σ(t) has only two singularities on ∂Πext
A,β at t = ±iA.
0
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Fig. 3. Representation of the domain Πext
A,β in (3.2).

• There exists υ > 0 such that, for t ∈ C with |t− iA| < υ and arg (t − iA) ∈ (−3π
2 , π2 ),

λh(t) = π + 3α+(t− iA) 2
3 + O(t− iA) 4

3 ,

Λh(t) = −2α+

3
1

(t− iA) 1
3

+ O(t− iA) 1
3 ,

with α+ ∈ C such that α3
+ = 1

2 .
An analogous result holds for |t + iA| < υ, arg (t + iA) ∈ (−π

2 , 
3π
2 ) and α− = α+.

• Λh(t) has only one zero in Πext
A,β0

at t = 0.

3.2. The perturbed invariant manifolds

In this section, following the approach described in [8,7,33], we study the analytic con-
tinuation of the parametrizations of the perturbed one-dimensional stable and unstable 
manifolds, Wu(δ) and Ws(δ).

Since we measure the distance between the invariant manifolds in the section λ = λ∗
(see Theorem 2.2), we parameterize them as graphs with respect to λ (whenever is 
possible) or, more conveniently, with respect to the independent variable u defined by 
λ = λh(u).

To define these suitable parameterizations we first translate the equilibrium point 
L(δ) to 0 by the change of coordinates

φeq : (λ,Λ, x, y) �→ (λ,Λ, x, y) + L(δ). (3.3)

Second, we consider the symplectic change of coordinates

φsep : (u,w, x, y) → (λ,Λ, x, y), λ = λh(u), Λ = Λh(u) − w

3Λh(u) . (3.4)

We refer to (u, w, x, y) as the separatrix coordinates.
Let us remark that φsep is not defined for u = 0 since Λh(0) = 0 (see Theorem 3.1). 

We deal with this fact later when considering the domain of definition for u.
After these changes of variables, we look for the perturbed invariant manifolds as a 

graph with respect to u. In other words, we look for functions
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Fig. 4. The boomerang domain Dκ,d defined in (3.7).

z�(u) = (w�(u), x�(u), y�(u))T , for � = u, s,

such that the invariant manifolds given in Proposition 2.1 can be expressed as

W�(δ) =
ßÅ

λh(u),Λh(u) − w�(u)
3Λh(u) , x

�(u), y�(u)
ã

+ L(δ)
™
, for � = u, s, (3.5)

with u belonging to an appropriate domain contained in Πext
A,β0

(see (3.2)). The graphs 
zu and zs must satisfy the asymptotic conditions

lim
Reu→−∞

Å
wu(u)
Λh(u) , x

u(u), yu(u)
ã

= lim
Reu→+∞

Å
ws(u)
Λh(u) , x

s(u), ys(u)
ã

= 0. (3.6)

Remark 3.2. Since the Hamiltonian H is real-analytic in the sense of H(λ,Λ, x, y; δ) =
H(λ, Λ, y, x; δ) (see Proposition 2.1), then we say that z(u) = (w(u), x(u), y(u))T is real-
analytic if it satisfies

w(u) = w(u), x(u) = y(u), y(u) = x(u).

The classical way to study exponentially small splitting of separatrices, in this setting, 
is to look for solutions zu and zs in a certain complex common domain containing 
a segment of the real line and intersecting a O(δ2) neighborhood of the singularities 
u = ±iA of the separatrix.

Recall that the invariant manifolds can not be expressed as a graph in a neighborhood 
of u = 0. To overcome this technical problem, we find solutions zu and zs defined in a 
complex domain, which we call boomerang domain due to its shape (see Fig. 4). Namely,

Dκ,d = {u ∈ C : |Im u| < A− κδ2 + tan β0Reu, |Im u| < A− κδ2 − tan β0Reu,

|Im u| > dA− tan β Reu} ,
(3.7)
1
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where κ > 0 is such that A − κδ2 > 0, β0 is the constant given in Theorem 3.1 and 
β1 ∈ [β0, π2 ) and d ∈ (1

4 , 
1
2 ) are independent of δ.

Theorem 3.3. Fix a constant d ∈ (1
4 , 

1
2 ). Then, there exists δ0, κ0 > 0 such that, for 

δ ∈ (0, δ0), κ ≥ κ0, the graph parameterizations zu and zs introduced in (3.5) can be 
extended real-analytically to the domain Dκ,d.

Moreover, there exists a real constant b1 > 0 independent of δ and κ such that, for 
u ∈ Dκ,d we have that

|w�(u)| ≤ b1δ
2

|u2 + A2| + b1δ
4

|u2 + A2|
8
3
, |x�(u)| ≤ b1δ

3

|u2 + A2|
4
3
, |y�(u)| ≤ b1δ

3

|u2 + A2|
4
3
.

Notice that the asymptotic conditions (3.6) do not have any meaning in the domain 
Dκ,d since it is bounded. Therefore, to prove the existence of zu and zs in Dκ,d one has 
to start with different domains where these asymptotic conditions make sense and then 
find a way to extend them real-analytically to Dκ,d. We describe the details of these 
processes in the following Sections 3.2.1 and 3.2.2.

3.2.1. Analytic extension of the stable and unstable manifolds
The Hamiltonian H written in separatrix coordinates (see (3.3) and (3.4)) becomes

Hsep = Hsep
0 + Hsep

1 , (3.8)

with

Hsep
0 = w + xy

δ2 , Hsep
1 = H ◦ (φeq ◦ φsep) −Hsep

0 . (3.9)

Introducing the notation z = (w, x, y)T and defining

Asep = i

δ2

(0 0 0
0 1 0
0 0 −1

)
, (3.10)

the equations associated to the Hamiltonian Hsep can be written as®
u̇ = 1 + gsep(u, z),
ż = Asepz + f sep(u, z),

(3.11)

where gsep = ∂wH
sep
1 and f sep = (−∂uH

sep
1 , i∂yH

sep
1 ,−i∂xH

sep
1 )T . Consequently, the 

parameterizations zu(u) and zs(u) given in (3.5) satisfy the invariance equation

∂uz
� = Asepz� + Rsep[z�], for � = u, s, (3.12)

with
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Rsep[ϕ](u) = f sep(u, ϕ) − gsep(u, ϕ)Asepϕ

1 + gsep(u, ϕ) . (3.13)

Remark 3.4. Note that one can use this invariance equation whenever

1 + gsep(u, ϕ) = 1 + ∂wH
sep
1 (u, ϕ) �= 0.

This condition is satisfied in the different domains that are considered in this section 
and in the forthcoming ones and it is checked in Appendix B (see (B.16) and (B.32)). 
This fact is also used later in Section 3.3.

The first step is to look for solutions of this equation in the domains

Du,∞
ρ1

= {u ∈ C : Reu < −ρ1} , Ds,∞
ρ1

= {u ∈ C : Reu > ρ1} , (3.14)

for some ρ1 > 0, which allows us to take into account the asymptotic conditions (3.6).

Proposition 3.5. Fix ρ1 > 0. Then, there exists δ0 > 0 such that, for δ ∈ (0, δ0), the 
equation (3.12) has a unique real-analytic solution z� = (w�, x�, y�)T in D�,∞

ρ1
(for � =

u, s) satisfying the corresponding asymptotic condition (3.6).
Moreover, there exists b2 > 0 independent of δ such that, for u ∈ D�,∞

ρ1
,

|w�(u)e−2νu| ≤ b2δ
2, |x�(u)e−νu| ≤ b2δ

3, |y�(u)e−νu| ≤ b2δ
3,

with ν =
»

21
8 for � = u and ν = −

»
21
8 for � = s.

This proposition is proved in Section 4.1.
To extend analytically the invariant manifolds to reach the boomerang domain Dκ,d

we have to face the problem that these parameterizations become undefined at u = 0. 
To overcome it, first we extend the solutions zu and zs of Proposition 3.5 to the outer 
domains (see Fig. 5)

Du,out
κ,d1,ρ2

= {u ∈ C : |Im u| < A− κδ2 − tan β0Reu,

|Im u| > d1A + tan β1Reu, Reu > −ρ2} ,
Ds,out

κ,d1,ρ2
=
{
u ∈ C : − u ∈ Du,out

κ,d1,ρ2

}
,

(3.15)

where d1 ∈ (1
4 , 

1
2 ) and ρ2 > ρ1 are fixed independent of δ, and κ > 0 is such that 

A − κδ2 > 0.

Proposition 3.6. Consider the functions zu, zs and the constant ρ1 > 0 obtained in 
Proposition 3.5. Fix constants ρ2 > ρ1 and d1 ∈ (1

4 , 
1
2 ). Then, there exist δ0, κ1 > 0 such 

that, for δ ∈ (0, δ0), κ ≥ κ1, the functions z� = (w�, x�, y�)T , � = u, s, can be extended 
analytically to the domain D�,out

κ,d ,ρ .

1 2
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Fig. 5. The outer domains Du,out
κ,d1,ρ2

and Ds,out
κ,d1,ρ2

defined in (3.15).

Moreover, there exists b3 > 0 independent of δ and κ such that, for u ∈ D�,out
κ,d1,ρ2

,

|w�(u)| ≤ b3δ
2

|u2 + A2| + b3δ
4

|u2 + A2|
8
3
, |x�(u)| ≤ b3δ

3

|u2 + A2|
4
3
, |y�(u)| ≤ b3δ

3

|u2 + A2|
4
3
.

This proposition is proved in Section 4.2.
Notice that taking ρ2 big enough, d1 ≤ d and κ1 ≤ κ0 we have Dκ0,d ⊂ Ds,out

κ1,d1,ρ2
. 

Therefore, for the stable manifold zs, Proposition 3.6 implies Theorem 3.3. However, we 
still need to extend further zu in order to reach Dκ0,d.

3.2.2. Further analytic extension of the unstable manifold
Since by Proposition 3.6 the unstable solution zu is defined in Du,out

κ1,d1,ρ2
. To prove 

Theorem 3.3 it only remains to extend it to the points in the boomerang domain Dκ0,d

which do not belong to the outer unstable domain. Namely, we extend zu to‹Dκ,d = {u ∈ C : |Im u| < A− κδ2 − tan β0Reu,

|Im u| < dA + tan β1Reu, |Im u| > dA− tan β1Reu} ,
(3.16)

for suitable κ and d (see Fig. 6). Notice that ‹Dκ,d ⊂ Dκ,d and that ‹Dκ,d only contains 
points at distance of u = ±iA of order 1 with respect to δ.

As we have mentioned, to measure the difference between the invariant manifolds 
Wu(δ) and Ws(δ) it is convenient to parameterize them as graphs (see (3.5)). However, 
these graph parametrizations are not defined at u = 0. Moreover, since all the fixed point 
arguments that we apply to obtain the graph parameterizations rely on complex path 
integration, we are not able to extend them to domains which are not simply connected. 
Therefore, to reach ‹Dκ,d from Du,out

κ,d1,ρ2
, we need to switch to a different parametrization 

that is well defined at u = 0.
The auxiliary parametrization we consider is the classical time-parametrization which 

is associated to the Hamiltonian H in (2.7). (Recall that the graph parametrization zu

was associated to the Hamiltonian Hsep = H ◦ φeq ◦ φsep).



I. Baldomá et al. / Advances in Mathematics 430 (2023) 109218 21
Fig. 6. The domain ‹Dκ,d defined in (3.16).

This analytic extension procedure has three steps:

1. We consider the outer transition domain (see Fig. 7)‹Du,out
κ2,d2,d3

= {v ∈ C : |Im v| < A− κ2δ
2 − tan β0Re v,

|Im v| > d2A + tan β1Re v,

|Im v| < d3A + tan β1Re v} ,

(3.17)

where d1 < d2 < d3 < 1
2 are independent of δ and κ2 > κ1 is such that A − κ2δ

2 > 0. 
Notice that ‹Du,out

κ2,d2,d3
⊂ Du,out

κ1,d1,ρ2
.

Since u̇ = 1 + o(1) (see (3.11)), we look for a real-analytic and close to the 
identity change of coordinates u = v + U(v) defined in ‹Du,out

κ2,d2,d3
such that the time-

parametrization

Γu(v) = φeq ◦ φsep(v + U(v), zu(v + U(v))) (3.18)

is a solution of the Hamiltonian H in (2.7). That is, v̇ = 1 and Γu(v) ∈ Wu(δ) for 
v ∈ ‹Du,out

κ2,d2,d3
. See the details in Proposition 3.7 and Corollary 3.8 below.

2. We extend analytically the time-parametrization Γu(v) to reach the domain ‹Dκ,d. In 
particular, we extend Γu to the flow domain

Dfl
κ3,d4

= {v ∈ C : |Im v| < A− κδ2 − tan β0Re v,

|Im v| < d4A + tan β1Re v} ,
(3.19)

where d4 ∈ (d2, d3) is independent of δ and κ3 > κ2 is such that A −κ3δ
2 > 0. Notice 

that, ‹Du,out
κ ,d ,d ∩Dfl

κ ,d �= ∅ and ‹Dκ4,d5 ⊂ Dfl
κ ,d ,
2 2 3 3 4 3 4
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Fig. 7. The domain ‹Du,out
κ2,d2,d3

given in (3.17) (left) and Dfl
κ3,d4

in (3.19) (right).

for d5 ∈ (d1, d4) and κ4 > κ3. See the details in Proposition 3.9.
3. We prove that there exists a real-analytic close to the identity change of variables of 

the form v = u + V(u), u ∈ ‹Dκ4,d5 , such that the function zu(u) defined by

(u, zu(u)) = (φeq ◦ φsep)−1
(
Γu(u + V(u))

)
(3.20)

gives an invariant graph of Hsep in (3.8). See the details in Proposition 3.10 and 
Corollary 3.11 below.

As a consequence, we have extended analytically zu to ‹Dκ4,d5 .
For the first step, we look for a function U such that (v + U(v), zu(v + U(v))) is a 

solution of the differential equations given by the Hamiltonian Hsep in (3.8). Therefore, 
U satisfies

∂v U(v) = ∂wH
sep
1 (v + U(v), zu(v + U(v))) . (3.21)

The next proposition ensures that U exists and it is well defined for v ∈ ‹Du,out
κ2,d2,d3

.

Proposition 3.7. Let the function zu and the constants ρ2, d1 and κ1 be as obtained in 
Proposition 3.6 and consider constants d2, d3 ∈ (d1, 12 ) such that d2 < d3 and κ2 > κ1. 
Then, there exists δ0 such that, for δ ∈ (0, δ0), the equation (3.21) has a real-analytic 
solution U : ‹Du,out

κ2,d2,d3
→ C.

Moreover, for some constant b4 > 0 independent of δ and for v ∈ ‹Du,out
κ2,d2,d3

, U satisfies

|U(v)| ≤ b4δ
2 and v + U(v) ∈ Du,out

κ1,d1,ρ2
.

This proposition is proved in Section 4.3. Together with Proposition 3.7 implies the 
following corollary.

Corollary 3.8. Under the hypothesis of Proposition 3.7, there exists δ0 > 0 such that, for 
δ ∈ (0, δ0), the function Γu in (3.18) is well defined and real-analytic in ‹Du,out

κ ,d ,d .

2 2 3
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On the following, we use without mention that Γu(v) can be split as

Γu(v) = Γh(v) + Γ̂(v), with
{

Γh = (λh,Λh, 0, 0)T ,

Γ̂ = (λ̂, Λ̂, x̂, ŷ)T .
(3.22)

The next proposition extends the parametrization Γu to the domain Dfl
κ3,d4

(see (3.19)).

Proposition 3.9. Let the function Γu and the constants d2, d3 and κ2 be as obtained in 
Corollary 3.8 and Proposition 3.7 and fix d4 ∈ (d2, d3) and κ3 > κ2. Then, there exists 
δ0 > 0 such that, for δ ∈ (0, δ0), Γu can be real-analytically extended to Dfl

κ3,d4
.

Moreover, there exists a constant b5 > 0 independent of δ such that, for v ∈ Dfl
κ3,d4

,

|λ̂(v)| ≤ b5δ
2, |Λ̂(v)| ≤ b5δ

2, |x̂(v)| ≤ b5δ
3, |ŷ(v)| ≤ b5δ

3.

This proposition is proved in Section 4.4.
For the third step, we “go back” to the graph parametrization zu(u) by looking for a 

change v = u + V(u) for u ∈ ‹Dκ,d. Notice that, in order to satisfy equation (3.20) and 
recalling (2.12), V must be a solution of

λ̂(u + V(u)) = λh(u) − λh(u + V(u)). (3.23)

Then, one can easily recover the graph parametrization (wu(u), xu(u), yu(u)) using the 
equations

Λh(u) − Λh(u + V(u)) − wu(u)
3Λh(u) + δ2LΛ(δ) = Λ̂(u + V(u)),

xu(u) + δ3Lx(δ) = x̂(u + V(u)),

yu(u) + δ3Ly(δ) = ŷ(u + V(u)).

(3.24)

The next proposition ensures that V exists and it is well defined in ‹Dκ,d (see (3.16)).

Proposition 3.10. Let the function Γu and the constants d4 and κ3 be as obtained in 
Proposition 3.9 and the constant d1 as obtained in Proposition 3.6. Let us consider 
constants d5 ∈ (d1, d4) and κ4 > κ3. Then, there exists δ0 > 0 such that, for δ ∈ (0, δ0), 
equation (3.23) has a real-analytic solution V : ‹Dκ4,d5 → C satisfying

|V(u)| ≤ b6δ
2 and u + V(u) ∈ Dfl

κ3,d4
,

for some constant b6 > 0 independent of δ and u ∈ ‹Dκ4,d5 .

Proposition 3.10 is proved in Section 4.5. Summarizing all the previous results we 
obtain the following result.
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Corollary 3.11. Let the function V and the constants d5 and κ4 be as obtained in Propo-
sition 3.10. Then, there exists δ0 > 0 such that, for δ ∈ (0, δ0), equation (3.24) has a 
unique solution zu = (wu, xu, yu)T : ‹Dκ4,d5 → C3.

Moreover, there exists a constant b7 > 0 independent of δ such that, for u ∈ ‹Dκ4,d5 ,

|wu(u)| ≤ b7δ
2, |xu(u)| ≤ b7δ

3, |yu(u)| ≤ b7δ
3.

To finish this section, notice that, taking ρ2 big enough, d ≥ d5 and κ0 ≥ κ4 we have 
that

Dκ0,d ⊂ Du,out
κ1,d1,ρ2

∪ ‹Dκ4,d5 , with Du,out
κ1,d1,ρ2

∩ ‹Dκ4,d5 �= ∅,

and then, Corollary 3.11 and Proposition 3.6 imply the statements of Theorem 3.3 re-
ferring to the unstable manifold zu.

3.3. A first order of the invariant manifolds near the singularities

Let us consider the difference

Δz = (Δw,Δx,Δy)T = zu − zs,

where zu and zs are the perturbed invariant graphs given in Theorem 3.3. Since zu and 
zs satisfy the invariance equation (3.12), the difference Δz satisfies the linear equation

∂uΔz(u) = AsepΔz(u) + B̃spl(u)Δz(u), (3.25)

where Asep is as given in (3.10) and

B̃spl(u) =
1∫

0

DzRsep[σzu + (1 − σ)zs](u)dσ. (3.26)

Since zu and zs are already defined in Dκ,d, B̃spl(u) can be considered as a “known” 
function.

In addition, since the graphs of zu and zs belong to the same energy level of Hsep (see 
(3.8)), we have that

Hsep(u, zu(u); δ) −Hsep(u, zs(u); δ) = 0, for u ∈ Dκ,d.

Therefore, we can reduce (3.25) to a two dimensional equation. Indeed, defining Υ =
(Υ1,Υ2,Υ3) such that

Υ(u) =
1∫

0

DzH
sep (u, σzu(u) + (1 − σ)zs(u)) dσ, (3.27)
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and applying the mean value theorem we have that

Υ1(u)Δw(u) + Υ2(u)Δx(u) + Υ3(u)Δy(u) = 0.

Notice that Υ1(u) = 1 +
∫ 1
0 ∂wH

sep
1 (u, σzu(u) + (1 − σ)zs(u)) dσ and therefore Υ1(u) �= 0

for u ∈ Dκ,d (see Remark 3.4). Therefore, writing

Δw(u) = −Υ2(u)
Υ1(u)Δx(u) − Υ3(u)

Υ1(u)Δy(u) (3.28)

and defining ΔΦ = (Δx, Δy)T , the last two components of (3.25) are equivalent to

∂uΔΦ(u) = Aspl(u)ΔΦ(u) + Bspl(u)ΔΦ(u), (3.29)

where

Aspl =
Ç

i
δ2 + B̃spl

2,2 0
0 − i

δ2 + B̃spl
3,3

å
,

Bspl =
(

−Υ2
Υ1

B̃spl
2,1 B̃spl

2,3 − Υ3
Υ1

B̃spl
2,1

B̃spl
3,2 − Υ2

Υ1
B̃spl

3,1 −Υ3
Υ1

B̃spl
3,1

)
.

(3.30)

Next, we give an heuristic idea of how to obtain an exponentially small bound for 
Δy(u) for u ∈ Dκ,d. The case for Δx is analogous. If we omit the influence of B̃spl, then 
there exists cy ∈ C such that Δy is of the form

Δy(u) = cy e
− i

δ2 u.

Evaluating this function at the points

u+ = i(A− κδ2), u− = −i(A− κδ2),

one has Δy(u+) ∼ cye
A
δ2 −κ. Then, since Δy(u+) ∼ 1, it implies that cy ∼ e−

A
δ2 +κ and, 

as a consequence, Δy is exponentially small for u ∈ R. However, we are not interested in 
an upper bound of Δy but in an asymptotic formula. Thus we have to find the constant 
cy, or more precisely a good approximation of it.

To this end, we need to give the main terms of Δy at u = u+. Likewise we need to 
analyze Δx(u) ∼ cx e

i
δ2 u at u = u−. To perform this analysis we proceed as follows:

1. We provide suitable solutions Zu,s
0 (U) of the so-called inner equation. The inner equa-

tion, see [5,18], describes the dominant behavior of the functions zu and zs close to 
(one of) the singularities u = ±iA. In particular, it involves the first order of the 
Hamiltonian Hsep close to a singularity and it is independent of the small parameter 
δ. See Section 3.3.1.
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2. We check how well zu,s(u) are approximated by Zu,s
0 (U) around the singularities 

u = ±iA by means of a complex matching procedure. See Section 3.3.2.

3.3.1. The inner equation
In this section we summarize the results on the derivation and study of the inner 

equation obtained in [10]. We focus on the inner equation around the singularity u = iA, 
but analogous results hold near u = −iA.

To derive the inner equation, we look for a new Hamiltonian which is a good ap-
proximation of Hsep, given in (3.8), in a suitable neighborhood of u = iA. First, we 
scale the variables (u, w, x, y) so that the graphs zu,s(u) become O(1)-functions when 
u − iA = O(δ2). Since, by Theorem 3.3, we have that

w�(u) = O(δ− 4
3 ), x�(u) = O(δ 1

3 ), y�(u) = O(δ 1
3 ), for � = u, s,

we consider the symplectic scaling φin : (U, W, X, Y ) → (u, w, x, y), given by

U = u− iA

δ2 , W = δ
4
3

w

2α2
+
, X = x

δ
1
3
√

2α+
, Y = y

δ
1
3
√

2α+
, (3.31)

where α+ ∈ C is the constant given by in Theorem 3.1, which is added to avoid the 
dependence of the inner equation on it. Moreover, we also perform the time scaling 
τ = δ2T . We refer to (U, W, X, Y ) as the inner coordinates.

Proposition 3.12. The Hamiltonian system associated to (3.8) expressed in the inner 
coordinates is Hamiltonian with respect to the symplectic form dU ∧dW + idX ∧dY and

H in = H + H in
1 , (3.32)

where

H(U,W,X, Y ) = H in(U,W,X, Y ; δ)|δ=0 = W + XY + K(U,W,X, Y ),

with

K(U,W,X, Y ) = − 3
4U

2
3W 2 − 1

3U 2
3

Ç
1√

1 + J (U,W,X, Y )
− 1

å
,

J (U,W,X, Y ) = 4W 2

9U 2
3
− 16W

27U 4
3

+ 16
81U2 + 4(X + Y )

9U

Å
W − 2

3U 2
3

ã
− 4i(X − Y )

3U 2
3

− X2 + Y 2

3U 4
3

+ 10XY

9U 4
3

.

Moreover, if c−1
1 ≤ |U | ≤ c1 and |(W,X, Y )| ≤ c2 for some c1 > 1 and 0 < c2 < 1, there 

exist b8, γ1, γ2 > 0 independent of δ, c1, c2 such that
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Fig. 8. The inner domain Du,in
κ for the unstable case.

|H in
1 (U,W,X, Y ; δ)| ≤ b8c

γ1
1 cγ2

2 δ
4
3 . (3.33)

This result is proven in [10] in Proposition 2.5.
Now, we present the study of the inner Hamiltonian H. Denoting Z = (W, X, Y )T , 

the equations associated to the Hamiltonian H, can be written as®
U̇ = 1 + gin(U,Z),
Ż = Ain

Z + f in(U,Z),

where

Ain =
(0 0 0

0 i 0
0 0 −i

)
, (3.34)

and f
in = (−∂UK, i∂Y K,−i∂XK)T and gin = ∂WK. We look for invariant graphs Z =

Zu
0 (U) and Z = Zs

0(U) of this equation, that satisfy the invariance equation also called 
inner equation,

∂UZ
�
0 (U) = AinZ�

0 + Rin[Z�
0 ](U), for � = u, s, (3.35)

with

Rin
[ϕ](U) = f in(U,ϕ) − gin(U,ϕ)Ainϕ

1 + gin(U,ϕ) . (3.36)

These functions Zu
0 and Zs

0 will be defined in the domains

Du,in
κ = {U ∈ C : |ImU | ≥ tan β0ReU + κ} , Ds,in

κ = −Du,in
κ ,

respectively, for some κ > 0 and with β0 as given in Theorem 3.3 (see Fig. 8). Moreover, 
we analyze the difference ΔZ0 = Zu

0 − Zs
0 in the overlapping domain
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E in
κ = Du,in

κ ∩ Ds,in
κ ∩ {U ∈ C : ImU < 0} .

Theorem 3.13. There exist κ5, b9 > 0 such that for κ ≥ κ5, the equation (3.35) has 
analytic solutions Z�

0 (U) = (W �
0 (U), X�

0 (U), Y �
0 (U))T , for U ∈ D�,in

κ , � = u, s, satisfying

|U 8
3W �

0 (U)| ≤ b9, |U 4
3X�

0 (U)| ≤ b9, |U 4
3Y �

0 (U)| ≤ b9.

In addition, there exist Θ ∈ C, b10 > 0 independent of κ, and an analytic function 
χ = (χ1, χ2, χ3)T such that, for U ∈ E in

κ ,

ΔZ0(U) = Zu
0 (U) − Zs

0(U) = Θe−iU
(
(0, 0, 1)T + χ(U)

)
,

with |(U 7
3χ1(U), U2χ2(U), Uχ3(U))| ≤ b10.

This result is Theorem 2.7 of [10].

Remark 3.14. To obtain the analogous result to Theorem 3.13 near the singularity u =
−iA, one must perform the change of coordinates

V = u + iA

δ2 , Ŵ = δ
4
3

w

2α2
−
, “X = x

δ
1
3
√

2α−
, “Y = y

δ
1
3
√

2α−
,

where α− ∈ C is α− = α+ (see Theorem 3.1). Then, for V ∈ D�,in
κ , one can prove the 

existence of the corresponding solutions

Ẑ�
0 (V ) = (Ŵ �

0 (V ), “X�
0 (V ),“Y �

0 (V ))T , where � = u, s.

Due to the real-analyticity of the problem (see Remark 3.2) we have that “X�(V ) =
Y �(U). Therefore, the difference ΔẐ0 = Ẑu

0 − Ẑs
0, is given asymptotically for U ∈ E in

κ by

ΔẐ0(V ) = ΘeiV
(
(0, 1, 0)T + ζ(V )

)
,

where ζ = (ζ1, ζ2, ζ3)T satisfies |(V 7
3 ζ1(V ), V ζ2(V ), V 2ζ3(V )| ≤ C, for a constant C

independent of κ.

3.3.2. Complex matching estimates
We now study how well the solutions of the inner equation approximate the solutions 

of the original system given by Proposition 3.6 in an appropriate domain. As in the 
previous section, we focus on the singularity u = iA, but analogous results can be proven 
for u = −iA (see Remark 3.14). Let us recall that the functions zu,s are expressed in 
the separatrix coordinates (see (3.4)) while the functions Zu,s

0 are expressed in inner 
coordinates (see (3.31)).
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Fig. 9. The matching domains Dmch,u
κ and Dmch,s

κ in the outer variables.

We first define the matching domains in separatrix coordinates and, later, we translate 
them to the inner coordinates. Let us consider β2, β3, and γ independent of δ and κ, 
such that

0 < β2 < β0 < β3 <
π

2 , and γ ∈
ï3
5 , 1

ã
,

with β0 as given in Theorem 3.1. Then, we define uj ∈ C j = 2, 3 (see Fig. 9), as the 
points satisfying:

• Im uj = − tan βjReuj + A − κδ2.
• |uj − u+| = δ2γ , where u+ = i(A − κδ2).
• Reu2 < 0 and Reu3 > 0.

We define the matching domains in the separatrix coordinates as the triangular domains

Dmch,u
κ = u+ u2 u3

�

, Dmch,s
κ = u+ (−u2) (−u3)

�
.

Let d1, ρ2 and κ1 be as given in Proposition 3.6. Then, for κ ≥ κ1 and δ > 0 small 
enough, the matching domains satisfy

Dmch,u
κ ⊂ Du,out

κ,d1,ρ2
and Dmch,s

κ ⊂ Ds,out
κ,d1,ρ2

, (3.37)

and, as a result, zu and zs are well defined in Dmch,u
κ and Dmch,s

κ , respectively.
The matching domains in inner variables are defined by

Dmch,�
κ =

{
U ∈ C : δ2U + iA ∈ Dmch,�

κ

}
, for � = u, s, (3.38)

with
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Uj = uj − iA

δ2 , for j = 2, 3. (3.39)

Therefore, for U ∈ Dmch,�
κ ,

κ cosβ2 ≤ |U | ≤ C

δ2(1−γ) .

By definition,

Dmch,u
κ ⊂ Du,in

κ and Dmch,s
κ ⊂ Ds,in

κ ,

for κ ≥ κ5 (see Theorem 3.13). Thus, Zu,s
0 is well defined in Dmch,u,s

κ .
In order to compare zu,s(u) and Zu,s

0 (U), we translate zu,s to inner coordinates

Z�(U) =
(
W �, X�, Y �)T (U) =

Ç
δ

4
3
w�

2α2
+
,

x�

δ
1
3
√

2α+
,

y�

δ
1
3
√

2α+

åT

(δ2U + iA), (3.40)

with � = u, s and z� = (w�, x�, y�)T are given in Proposition 3.6. Therefore, by (3.37), 
Z� is well defined in the matching domain Dmch,�

κ (which is expressed in inner variables).
Next theorem gives estimates for Zu,s − Zu,s

0 .

Theorem 3.15. Consider κ1 and κ5 as obtained in Proposition 3.6 and Theorem 3.13, 
respectively. Then, there exist γ∗ ∈ [ 35 , 1), κ6 ≥ max {κ1, κ5} and δ0 > 0 such that, for 
γ ∈ (γ∗, 1), there exists b11 > 0 satisfying that, for U ∈ Dmch,�

κ , κ ≥ κ6 and δ ∈ (0, δ0),

|U 4
3W �

1 (U)| ≤ b11δ
2
3 (1−γ), |U X�

1 (U)| ≤ b11δ
2
3 (1−γ), |U Y �

1 (U)| ≤ b11δ
2
3 (1−γ),

with (W �
1 , X

�
1 , Y

�
1 )T = Z�

1 = Z� − Z�
0 and � = u, s.

This theorem is proven in Section 5.

3.4. The asymptotic formula for the difference

We look for an asymptotic expression for the difference

ΔΦ = (Δx,Δy)T = (xu − xs, yu − ys)T ,

where (xu, yu) and (xs, ys) are components of the perturbed invariant graphs given in 
Theorem 3.3. Recall that, by (3.29), ΔΦ satisfies

∂uΔΦ(u) = Aspl(u)ΔΦ(u) + Bspl(u)ΔΦ(u), (3.41)

with Aspl and Bspl as given in (3.30). The equation is split as a dominant part, given by 
the matrix Aspl and a small perturbation corresponding to the matrix Bspl. Therefore, 
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it makes sense to look for ΔΦ as ΔΦ = ΔΦ0 + h.o.t with a suitable dominant term 
ΔΦ0 = (Δx0, Δy0)T satisfying

∂uΔΦ0(u) = Aspl(u)ΔΦ0(u). (3.42)

A fundamental matrix of (3.42), for u ∈ Dκ,d, is given by

M(u) =
Å
mx(u) 0

0 my(u)

ã
, (3.43)

with

mx(u) = e
i
δ2 uBx(u), Bx(u) = exp

Ñ
u∫

u∗

B̃spl
2,2(s)ds

é
,

my(u) = e−
i
δ2 uBy(u), By(u) = exp

Ñ
u∫

u∗

B̃spl
3,3(s)ds

é
,

(3.44)

and a fixed u∗ ∈ Dκ,d ∩R. Then, ΔΦ0 must be of form

ΔΦ0(u) =
Ç

Δx0(u)
Δy0(u)

å
=

Ç
c0xmx(u)
c0ymy(u)

å
, (3.45)

for suitable constants c0x, c0y ∈ C which we now determine.
By Theorems 3.13 and 3.15 and using the inner change of coordinates in (3.31), we 

have a good approximation of Δy(u) near the singularity u = iA given by

Δy(u) ≈
√

2α+δ
1
3 ΔY0

Å
u− iA

δ2

ã
.

Then, taking u = u+ = i(A − κδ2), we have that

Δy(u+) ≈ Δy0(u+) ≈
√

2α+δ
1
3 ΔY0

Å
u+ − iA

δ2

ã
=

√
2α+δ

1
3 e−κΘ(1 + χ3(−iκ)).

Then, using that Δy(u+) ≈ Δy0(u+) = c0ymy(u+), and proceeding analogously for the 
component Δx at the point u− = −i(A − κδ2) (see Remark 3.14), we take

c0x = δ
1
3 e−

A
δ2 Θ

√
2α−B

−1
x (u−) and c0y = δ

1
3 e−

A
δ2 Θ

√
2α+B

−1
y (u+). (3.46)

To prove Theorem 2.2, we check that ΔΦ0(u) is the leading term of ΔΦ(u), for u ∈
R ∩Dκ,d, by estimating the remainder ΔΦ1 = ΔΦ − ΔΦ0.

In order to simplify the notation, throughout the rest of the document, we denote by 
C any positive constant independent of δ and κ to state estimates.
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3.4.1. End of the proof of Theorem 2.2
We look for ΔΦ1 as the unique solution of an integral equation. Since ΔΦ satis-

fies (3.41), by the variations of constants formula

ΔΦ(u) =
Å
cxmx(u)
cymy(u)

ã
+

⎛⎜⎜⎜⎜⎜⎜⎝
mx(u)

u∫

u−

m−1
x (s)π1

(
Bspl(s)ΔΦ(s)

)
ds

my(u)
u∫

u+

m−1
y (s)π2

(
Bspl(s)ΔΦ(s)

)
ds

⎞⎟⎟⎟⎟⎟⎟⎠ , (3.47)

where M(u) is the fundamental matrix (3.43), s belongs to some integration path in 
Dκ,d and cx and cy are defined as

cx = Δx(u−)m−1
x (u−), cy = Δy(u+)m−1

y (u+). (3.48)

For k1, k2 ∈ C, we define

I[k1, k2](u) =
(
k1 mx(u), k2 my(u)

)T
, (3.49)

and the operator

E [ϕ](u) =

⎛⎜⎜⎜⎜⎜⎜⎝
mx(u)

u∫

u−

m−1
x (s)π1

(
Bspl(s)ϕ(s)

)
ds

my(u)
u∫

u+

m−1
y (s)π2

(
Bspl(s)ϕ(s)

)
ds

⎞⎟⎟⎟⎟⎟⎟⎠ . (3.50)

Then, with this notation, ΔΦ0 = I[c0x, c0y] (see (3.46)) and equation (3.47) is equivalent 
to ΔΦ = I[cx, cy] + E [ΔΦ]. Since E is a linear operator, ΔΦ1 = ΔΦ − ΔΦ0 satisfies

ΔΦ1(u) = I[cx − c0x, cy − c0y](u) + E [ΔΦ0](u) + E [ΔΦ1](u). (3.51)

To obtain estimates for ΔΦ1, we first prove that Id − E is invertible in the Banach 
space X spl

× = X spl ×X spl, with

X spl =
®
ϕ : Dκ,d → C : ‖ϕ‖spl = sup

u∈Dκ,d

∣∣∣eA−|Im u|
δ2 ϕ(u)

∣∣∣ < +∞
´
,

endowed with the norm

‖ϕ‖spl
× = ‖ϕ1‖spl + ‖ϕ2‖spl

, (3.52)



I. Baldomá et al. / Advances in Mathematics 430 (2023) 109218 33
for ϕ = (ϕ1, ϕ2). Therefore, to prove Theorem 2.2 it is enough to see that ΔΦ1 satisfies 
that ‖ΔΦ1‖spl

× ≤ Cδ
1
3 |log δ|−1.

First, we state a lemma whose proof is postponed to Appendix C.1.

Lemma 3.16. Let κ0, δ0 be the constants given in Theorem 3.3. Then, there exists a 
constant C > 0 such that, for κ ≥ κ0, δ ∈ (0, δ0) and u ∈ Dκ,d, the function Υ in 
(3.27), the matrix Bspl in (3.30) and the functions Bx, By in (3.44) satisfy for κ ≥ κ0, 
δ ∈ (0, δ0) and u ∈ Dκ,d,

|Υ1(u) − 1| ≤ C

κ2 , |Υ2(u)| ≤ Cδ

|u2 + A2|
4
3
, |Υ3(u)| ≤ Cδ

|u2 + A2|
4
3
,

C−1 ≤ |B∗(u)| ≤ C, ∗ = x, y, and |Bspl
i,j (u)| ≤ C δ2

|u2 + A2|2
, i, j = 1, 2.

(3.53)

In the next lemma we obtain estimates for the linear operator E (see (3.50)).

Lemma 3.17. Let κ0, δ0 be the constants as given in Theorem 3.3. There exists b12 > 0
such that for δ ∈ (0, δ0) and κ ≥ κ0, the operator E : X spl

× → X spl
× in (3.50) is well 

defined and satisfies that, for ϕ ∈ X spl
× ,

‖E [ϕ]‖spl
× ≤ b12

κ
‖ϕ‖spl

× .

In particular, Id − E is invertible and
∥∥(Id − E)−1[ϕ]

∥∥spl
× ≤ 2 ‖ϕ‖spl

× .

Proof. Let us consider E = (E1, E2)T , ϕ ∈ X spl
× and u ∈ Dκ,d. We only prove the estimate 

for E2[ϕ](u). The corresponding one for E1[ϕ](u) follows analogously.
By the definition of my in (3.44) and Lemma 3.16, we have that

|E2[ϕ](u)| ≤ Cδ2e
Im u
δ2

∣∣∣∣∣∣∣
u∫

u+

e−
Im s
δ2

|ϕ1(s)| + |ϕ2(s)|
|s2 + A2|2

ds

∣∣∣∣∣∣∣
≤ Cδ2e

Im u−A

δ2 ‖ϕ‖spl
×

∣∣∣∣∣∣∣
u∫

u+

e
|Im s|−Im s

δ2
ds

|s2 + A2|2

∣∣∣∣∣∣∣ .
Let us consider the case Im u < 0. Then, for a fixed u0 ∈ R ∩ Dκ,d, we define the 
integration path ρt ⊂ Dκ,d as

ρt =
{
u+ + 2t(u0 − u+) for t ∈ (0, 1

2 ),
u0 + (2t− 1)(u− u0) for t ∈ [ 12 , 1).
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Then,

|E2[ϕ](u)| ≤ Cδ2e−
|Im u|+A

δ2 ‖ϕ‖spl
×

∣∣∣∣∣∣∣
1
2∫

0

dt

|ρt − iA|2
+

1∫
1
2

e
2|Im ρt|

δ2

|ρt + iA|2
dt

∣∣∣∣∣∣∣ ≤
C

κ
e

|Im u|−A

δ2 ‖ϕ‖spl
× .

If Im u ≥ 0, we consider the integration path ρt = u+ + t(u − u+) for t ∈ [0, 1] and we 
obtain

|E2[ϕ](u)| ≤ Cδ2e
|Im u|−A

δ2 ‖ϕ‖spl
×

∣∣∣∣∣∣
1∫

0

|u− u+|
|ρt − iA|2

dt

∣∣∣∣∣∣ ≤ C

κ
e

|Im u|−A

δ2 ‖ϕ‖spl
× .

Therefore, ‖E2[ϕ]‖spl ≤ C
κ ‖ϕ‖spl

× . �
Notice that, by (3.51), ΔΦ1 satisfies

(Id − E)ΔΦ1(u) = I[cx − c0x, cy − c0y](u) + E [ΔΦ0](u). (3.54)

Since, by Lemma 3.17, Id − E is invertible in X spl
× we have an explicit formula for ΔΦ1. 

Nevertheless, we still need good estimates for the right hand side with respect to the 
norm (3.52).

Lemma 3.18. There exist κ∗, δ0, b13 > 0 such that, for κ = κ∗ |log δ| and δ ∈ (0, δ0),

∥∥I[cx − c0x, cy − c0y]
∥∥spl
× ≤ b13 δ

1
3

|log δ| and ‖E [ΔΦ0](u)‖spl
× ≤ b13 δ

1
3

|log δ| ,

with I, (c0x, c0y), (cx, cy), E and ΔΦ0 defined in (3.49), (3.46), (3.48), (3.50) and (3.45), 
respectively.

Proof. By the definition of the function I,
∥∥I[cx − c0x, cy − c0y]

∥∥spl
× =

∣∣cx − c0x
∣∣ ‖mx‖spl +

∣∣cy − c0y
∣∣ ‖my‖spl

,

where mx and my are given in (3.44). Then, by Lemma 3.16,

‖mx‖spl = e
A
δ2 sup

u∈Dκ,d

[
e−

Im u+|Im u|
δ2 |Bx(u)|

]
≤ Ce

A
δ2 , ‖my‖spl ≤ Ce

A
δ2 ,

and, as a result,
∥∥I[cx − c0x, cy − c0y]

∥∥spl
× ≤ Ce

A
δ2
(
|cx − c0x| + |cy − c0y|

)
. (3.55)

We now obtain an estimate for |cy − c0y|. The estimate for |cx − c0x| follows analogously.
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By the definition of my (see (3.44)), one has

∣∣cy − c0y
∣∣ = e−

A
δ2 +κ

∣∣B−1
y (u+)

∣∣ |Δy(u+) − Δy0(u+)| . (3.56)

Let us denote ΔY = Y u−Y s where Y u,s are given on (3.40). Recall that Y u,s = Y u,s
0 +Y u,s

1
where Y u,s

0 is the third component of Zu,s
0 , the solutions of the inner equation (see 

Theorems 3.13 and 3.15). We write,

Δy(u+) =
√

2α+δ
1
3 ΔY

Å
u+ − iA

δ2

ã
=

√
2α+δ

1
3 [ΔY0 (−iκ) + Y u

1 (−iκ) − Y s
1 (−iκ)] .

By the definition of Δy0 in (3.45) (see also (3.46)), we have Δy0(u+) =
√

2α+δ
1
3 Θe−κ. 

Then, by (3.56) and Lemma 3.16,

∣∣cy − c0y
∣∣ ≤ Cδ

1
3 e−

A
δ2 +κ

[ ∣∣ΔY0 (−iκ) − Θe−κ
∣∣+ |Y u

1 (−iκ)| + |Y s
1 (−iκ)|

]
,

and, applying Theorems 3.13 and 3.15, we obtain

∣∣cy − c0y
∣∣ ≤ Cδ

1
3 e−

A
δ2 +κ

ï∣∣χ3(−iκ)e−κ
∣∣+ C

κ
δ

2
3 (1−γ)

ò
≤ C

κ
δ

1
3 e−

A
δ2

Ä
1 + δ

2
3 (1−γ)eκ

ä
,

where γ ∈ (γ∗, 1) with γ∗ ∈ [ 35 , 1) given in Theorem 3.15. Taking κ = κ∗ |log δ| with 
0 < κ∗ < 2

3 (1 − γ), we obtain

∣∣cy − c0y
∣∣ ≤ Cδ

1
3

|log δ|e
− A

δ2
Ä
1 + δ

2
3 (1−γ)−κ∗

ä
≤ Cδ

1
3

|log δ|e
− A

δ2 .

This bound and (3.55) prove the first estimate of the lemma.
For the second estimate, it only remains to bound ΔΦ0 and apply Lemma 3.17. Indeed, 

by the definition of ΔΦ0 in (3.46), Lemma 3.16 and (3.55), we have that

‖ΔΦ0‖spl
× =

∥∥I[c0x, c0y]
∥∥spl
× ≤ Ce

A
δ2
(∣∣c0x∣∣+ ∣∣c0y∣∣) ≤ Cδ

1
3 .

Since κ = κ∗ |log δ| with 0 < κ∗ < 2
3 (1 −γ), Lemma 3.17 implies ‖E [ΔΦ0]‖spl

× ≤ Cδ
1
3

|log δ| . �
With this lemma, we can give sharp estimates for ΔΦ1 by using equation (3.54). 

Indeed, since the right hand side of this equation belongs to X spl
× , by Lemma 3.17,

ΔΦ1(u) = (Id − E)−1 (I[cx − c0x, cy − c0y](u) + E [ΔΦ0](u)
)
.

Then, Lemmas 3.17 and 3.18 imply

‖ΔΦ1‖spl
× ≤ Cδ

1
3

|log δ| . (3.57)
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To prove Theorem 2.2, it only remains to analyze Bx(u−) and By(u+).

Lemma 3.19. Let κ∗ be as given in Lemma 3.18. Then, there exists δ0 > 0 such that, for 
δ ∈ (0, δ0) and κ = κ∗ |log δ|, the functions Bx, By defined in (3.44) satisfy

B−1
x (u−) = e−

4i
9 (π−λh(u∗))

Å
1 + O

Å 1
|log δ|

ãã
,

B−1
y (u+) = e

4i
9 (π−λh(u∗))

Å
1 + O

Å 1
|log δ|

ãã
,

where u± = ±i(A − κδ2).

This lemma is proven in Appendix C.2.
Let u∗ ∈ Dκ,d ∩ R. We compute the first order of ΔΦ0(u∗) = (Δx0(u∗), Δy0(u∗))T . 

Since, by Theorem 3.1, (α+)3 = (α−)3 = 1
2 , and applying Lemma 3.19 and (3.46), we 

obtain

|Δx0(u∗)| = |Δy0(u∗)| = 6
√

2 |Θ| δ 1
3 e−

A
δ2

Å
1 + O

Å 1
|log δ|

ãã
.

Moreover, by (3.57),

|Δx(u∗) − Δx0(u∗)| , |Δy(u∗) − Δy0(u∗)| ≤
Cδ

1
3 e−

A
δ2

|log δ| .

Finally, notice that the section u = u∗ ∈ Dκ,d ∩ R translates to λ = λ∗ := λh(u∗) (see 
(3.4)). Moreover, since λ̇h = −3Λh (see (3.1)), one deduces that Λh(u) > 0 for u > 0. 
Therefore, by the change of coordinates (3.4), Theorem 3.3 and taking δ small enough,

Λ�
∗ = Λh(u∗) −

w�(u∗)
3Λh(u∗)

= Λh(u∗) + O(δ2) > 0, with � = u, s,

and, therefore using formula (3.28) for Δw and Lemma 3.16, we obtain that

|Λu
∗ − Λs

∗| ≤ C |Δw(u∗)| ≤ Cδ |Δx(u∗)| + Cδ |Δy(u∗)| ≤ Cδ
4
3 e−

A
δ2 .

4. The perturbed invariant manifolds

In this section, we prove Theorem 3.3 by following the scheme detailed in Sections 3.2.1
and 3.2.2.

Throughout this section and the following ones, we denote the components of all 
the functions and operators by a numerical sub-index f = (f1, f2, f3)T , unless stated 
otherwise.
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4.1. The invariant manifolds in the infinity domain

The first step is to prove Proposition 3.5, which deals with the proof of the existence of 
parameterizations zu and zs satisfying the invariance equation (3.12) and the asymptotic 
conditions (3.6). We only consider the −u− case, being the −s− case analogous.

Consider the invariance equation (3.12), ∂uzu = Asepzu + Rsep[zu], with Asep and 
Rsep defined in (3.10) and (3.13), respectively. This equation can be written as

Lzu = Rsep[zu], with Lϕ = (∂u −Asep)ϕ. (4.1)

In order to obtain a fixed point equation from (4.1), we look for a left inverse of L in a 
suitable Banach space. To this end, for a fixed ρ1 > 0 and a given α ∈ R, we introduce

X∞
α =

ß
ϕ : Du,∞

ρ1
→ C : ϕ real-analytic, ‖ϕ‖∞α := sup

u∈Du,∞
ρ1

|e−αuϕ(u)| < ∞
™
,

and the product space X∞
× = X∞

2ν ×X∞
ν ×X∞

ν , with ν =
»

21
8 endowed with the weighted 

product norm

‖ϕ‖∞× = δ ‖ϕ1‖∞2ν + ‖ϕ2‖∞ν + ‖ϕ3‖∞ν .

Next lemmas, proven in [8], give some properties of these Banach spaces and provide 
a left inverse operator of L.

Lemma 4.1. Let α, β ∈ R. Then, the following statements hold:

1. If α > β ≥ 0, then X∞
α ⊂ X∞

β . Moreover ‖ϕ‖∞β ≤ ‖ϕ‖∞α .
2. If ϕ ∈ X∞

α and ζ ∈ X∞
β , then ϕζ ∈ X∞

α+β and ‖ϕζ‖∞α+β ≤ ‖ϕ‖∞α ‖ζ‖∞β .

Lemma 4.2. The linear operator G : X∞
× → X∞

× given by

G[ϕ](u) =

Ñ
u∫

−∞

ϕ1(s)ds,
u∫

−∞

e−
i
δ2 (s−u)ϕ2(s)ds,

u∫

−∞

e
i
δ2 (s−u)ϕ3(s)ds

éT

is continuous, injective and is a left inverse of the operator L.
Moreover, there exists a constant C independent of δ and ρ1 such that, for ϕ ∈ X∞

× ,

‖G[ϕ]‖∞× ≤ C
(
‖ϕ1‖∞2ν + δ2 ‖ϕ2‖∞ν + δ2 ‖ϕ3‖∞ν

)
.

Notice that the eigenvalues of the saddle point (0, 0) of Hp(λ, Λ) (see (2.8)) are ±
»

21
8 . 

Then, the parametrization of the separatrix σ = (λh, Λh) (see (3.1)) satisfies
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λh ∈ X∞
ν and Λh ∈ X∞

ν . (4.2)

Therefore, zu is a solution of (4.1) satisfying the asymptotic conditions (3.6) if and only 
if zu ∈ X∞

× and satisfies the fixed point equation

ϕ = F [ϕ] = G ◦ Rsep[ϕ].

Thus, Proposition 3.5 is a straightforward consequence of the following proposition.

Proposition 4.3. There exists δ0 > 0 such that, for δ ∈ (0, δ0), equation ϕ = F [ϕ] has a 
solution zu ∈ X∞

× . Moreover, there exists a real constant b14 > 0 independent of δ such 
that ‖zu‖∞× ≤ b14δ

3.

To see that F is a contractive operator, we have to pay attention to the nonlinear 
terms Rsep.

Lemma 4.4. Fix � > 0 and let Rsep be the operator defined in (3.13). Then, for δ > 0
small enough3 and ‖ϕ‖∞× ≤ �δ3, there exists a constant C > 0 such that

‖Rsep
1 [ϕ]‖∞2ν ≤ Cδ2, ‖Rsep

j [ϕ]‖∞ν ≤ Cδ, j = 2, 3,

and

‖∂wRsep
1 [ϕ]‖∞0 ≤ Cδ2, ‖∂xRsep

1 [ϕ]‖∞ν ≤ Cδ, ‖∂yRsep
1 [ϕ]‖∞ν ≤ Cδ,

‖∂wRsep
j [ϕ]‖∞−ν ≤ Cδ, ‖∂xRsep

j [ϕ]‖∞0 ≤ C, ‖∂yRsep
j [ϕ]‖∞0 ≤ C, j = 2, 3.

The proof of this lemma is postponed to Appendix B.1.

Proof of Proposition 4.3. Consider the closed ball

B(�) =
{
ϕ ∈ X∞

× : ‖ϕ‖∞× ≤ �
}
.

First, we obtain an estimate for F [0]. By Lemmas 4.2 and 4.4, if δ is small enough,

‖F [0]‖∞× ≤ Cδ ‖Rsep
1 [0]‖∞2ν + Cδ2 ‖Rsep

2 [0]‖∞ν + Cδ2 ‖Rsep
3 [0]‖∞ν ≤ 1

2b14δ
3, (4.3)

for some b14 > 0.
Then, it only remains to check that the operator F is contractive in B(b14δ3). Let 

ϕ, ϕ̃ ∈ B(b14δ3). Then, by the mean value theorem,

3 To simplify the exposition, in this lemma and in the technical lemmas from now on, we avoid referring 
to the existence of δ0 and just mention that δ must be small enough. We follow the same convention for κ
whenever is needed.
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Rsep
j [ϕ] −Rsep

j [ϕ̃] =

⎡⎣ 1∫

0

DRsep
j [sϕ + (1 − s)ϕ̃]ds

⎤⎦ (ϕ− ϕ̃), j = 1, 2, 3.

Applying Lemmas 4.1 and 4.4 and the above equality, we obtain

‖Rsep
1 [ϕ] −Rsep

1 [ϕ̃]‖∞2ν ≤ sup
ζ∈B(b14δ3)

[
‖ϕ1 − ϕ̃1‖∞2ν ‖∂wR

sep
1 [ζ]‖∞0

+ ‖ϕ2 − ϕ̃2‖∞ν ‖∂xRsep
1 [ζ]‖∞ν + ‖ϕ3 − ϕ̃3‖∞ν ‖∂yRsep

1 [ζ]‖∞ν
]
≤ Cδ ‖ϕ− ϕ̃‖∞× ,

‖Rsep
j [ϕ] −Rsep

j [ϕ̃]‖∞ν ≤ sup
ζ∈B(b14δ3)

[
‖ϕ1 − ϕ̃1‖∞2ν ‖∂wR

sep
j [ζ]‖∞−ν

+ ‖ϕ2 − ϕ̃2‖∞ν ‖∂xRsep
j [ζ]‖∞0 + ‖ϕ3 − ϕ̃3‖∞ν ‖∂yRsep

j [ζ]‖∞0
]
≤ C ‖ϕ− ϕ̃‖∞× ,

for j = 2, 3. Then, by Lemma 4.2 and taking δ small enough,

‖F [ϕ] −F [ϕ̃]‖∞× ≤Cδ ‖Rsep
1 [ϕ] −Rsep

1 [ϕ̃]‖∞2ν + Cδ2
3∑

j=2
‖Rsep

j [ϕ] −Rsep
j [ϕ̃]‖∞ν

≤Cδ2 ‖ϕ− ϕ̃‖∞× ≤ 1
2 ‖ϕ− ϕ̃‖∞× .

(4.4)

Then, by the definition of � in (4.3) and (4.4), F : B(b14δ3) → B(b14δ3) is well defined 
and contractive. Therefore, F has a fixed point zu ∈ B(b14δ3). �
4.2. The invariant manifolds in the outer domain

To prove Proposition 3.6, we must extend analytically the parameterizations zu and 
zs given in Proposition 3.5 to the outer domains, Du,out

κ,d1,ρ2
and Ds,out

κ,d1,ρ2
, respectively. 

Again, we only deal with the unstable -u- case, being the -s- case analogous. We prove 
the existence of zu by means of a fixed point argument in a suitable Banach space.

Given α, β ∈ R, we consider the norm

‖ϕ‖out
α,β = sup

u∈Du,out
κ,d1,ρ2

∣∣∣g−α
δ (u)

(
u2 + A2)β ϕ(u)

∣∣∣ , gδ(u) = 1
|u2 + A2| + δ2

|u2 + A2|
8
3
,

and the associated Banach space

X out
α,β =

¶
ϕ : Du,out

κ,d1,ρ2
→ C : ϕ real-analytic, ‖ϕ‖out

α,β < ∞
©
. (4.5)

These Banach spaces have the following properties, which we use without mentioning 
along the section. Their proof follows the same lines as the proof of Lemma 7.1 in [8].
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Lemma 4.5. The following statements hold:

1. If ϕ ∈ X out
α,β1

, then ϕ ∈ X out
α,β2

for any β2 ∈ R and

{
‖ϕ‖out

α,β2
≤ C ‖ϕ‖out

α,β1
, for β2 − β1 > 0,

‖ϕ‖out
α,β2

≤ C(κδ2)β2−β1 ‖ϕ‖out
α,β1

, for β2 − β1 ≤ 0.

2. If ϕ ∈ X out
α,β1

, then ϕ ∈ X out
α−1,β2

for any β2 ∈ R and

⎧⎨⎩‖ϕ‖out
α−1,β2

≤ C ‖ϕ‖out
α,β1

, for β2 − β1 > 5
3 ,

‖ϕ‖out
α−1,β2

≤ Cδ2(κδ2)(β2−β1)− 8
3 ‖ϕ‖out

α,β1
, for β2 − β1 ≤ 5

3 .

3. If ϕ ∈ X out
α1,β1

and ζ ∈ X out
α2,β2

, then ϕζ ∈ X out
α1+α2,β1+β2

and

‖ϕζ‖out
α1+α2,β1+β2

≤ ‖ϕ‖out
α1,β1

‖ζ‖out
α2,β2

.

4. If ϕ ∈ X out
0,β+1 and ζ ∈ X out

0,β+ 8
3
, then ϕ + δ2ζ ∈ X out

1,β and

‖ϕ + δ2ζ‖out
1,β ≤ ‖ϕ‖out

0,β+1 + ‖ζ‖out
0,β+ 8

3
.

Let us recall that, by Proposition 3.5, the invariance equation (3.12) has a unique 
solution zu in the domain Du,∞

ρ1
satisfying the asymptotic condition (3.6). Our objective 

is to extend analytically zu to the outer domain Du,out
κ,d1,ρ2

. Notice that, since ρ1 < ρ2, 
Du,∞

ρ1
∩Du,out

κ,d1,ρ2
�= ∅ (see definitions (3.14) and (3.15) of Du,∞

ρ1
and Du,out

κ,d1,ρ2
).

As explained in Section 4.1, equation (3.12) is equivalent to Lzu = Rsep[zu] with 
Lϕ = (∂u − Asep)ϕ and Rsep given in (3.13). In the following lemma we introduce a 
right-inverse operator of L defined on X out

α,β .

Lemma 4.6. Let us consider the operator G[ϕ] = (G1[ϕ1],G2[ϕ2],G3[ϕ3])T , such that

G[ϕ](u) =

Ñ
u∫

−ρ2

ϕ1(s)ds,
u∫

u1

e−
i
δ2 (s−u)ϕ2(s)ds,

u∫

u1

e
i
δ2 (s−u)ϕ3(s)ds

éT

,

where u1 and u1 are the vertices of the domain Du,out
κ,d1,ρ2

(see Fig. 5). Fix β > 0. There 
exists a constant C such that:

1. If ϕ ∈ X out
1,β , then G1[ϕ] ∈ X out

1,β−1 and ‖G1[ϕ]‖out
1,β−1 ≤ C ‖ϕ‖out

1,β .
2. If ϕ ∈ X out

0,β , then Gj [ϕ] ∈ X out
0,β , j = 2, 3, and ‖Gj [ϕ]‖out

0,β ≤ Cδ2 ‖ϕ‖out
0,β .

The proof of this lemma follows the same lines as the proof of Lemma 7.3 in [8].
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Consider u1 and u1 as in Fig. 5 and the function

F 0(u) =
Ä
wu(−ρ2), xu(u1)e−

i
δ2 (u1−u), yu(u1)e

i
δ2 (u1−u)

äT
.

Notice that, since 0 < ρ1 < ρ2, we have {−ρ2, u1, u1} ∈ Du,∞
ρ1

. Therefore, by Proposi-
tion 3.5, zu is already defined at these points. We define the fixed point operator

F [ϕ] = F 0 + G ◦ Rsep[ϕ], (4.6)

where the operator Rsep is given in (3.13). Since L(F 0) = 0, by Lemma 4.6, a solution 
zu = F [zu] satisfies Lzu = Rsep[zu] and by construction is the real-analytic continuation 
of the function zu obtained in Proposition 3.5.

We rewrite Proposition 3.6 in terms of the operator F defined in the Banach space

X out
× = X out

1,0 ×X out
0, 43

×X out
0, 43

,

endowed with the norm

‖ϕ‖out
× = δ ‖ϕ1‖out

1,0 + ‖ϕ2‖out
0, 43

+ ‖ϕ3‖out
0, 43

.

Proposition 4.7. There exist δ0, κ1 > 0 such that, for δ ∈ (0, δ0) and κ ≥ κ1, the fixed 
point equation zu = F [zu] has a unique solution zu ∈ X out

× . Moreover, there exists a real 
constant b15 > 0 independent of δ and κ such that ‖zu‖out

× ≤ b15δ
3.

We prove this proposition through a fixed point argument. First, we state a technical 
lemma, whose proof is postponed until Appendix B.2. Fix � > 0 and define

B(�) =
¶
ϕ ∈ X out

× : ‖ϕ‖out
× ≤ �

©
.

Lemma 4.8. Fix � > 0 and let Rsep be the operator defined in (3.13). For δ > 0 small 
enough and κ > 0 big enough, there exists a constant C > 0 such that, for ϕ ∈ B(�δ3),

‖Rsep
1 [ϕ]‖out

1,1 ≤ Cδ2, ‖Rsep
j [ϕ]‖out

0, 43
≤ Cδ, j = 2, 3,

and

‖∂wRsep
1 [ϕ]‖out

1, 13
≤ Cδ2, ‖∂xRsep

1 [ϕ]‖out
0, 73

≤ Cδ, ‖∂yRsep
1 [ϕ]‖out

0, 73
≤ Cδ,

‖∂wRsep
2 [ϕ]‖out

0, 23
≤ Cδ, ‖∂xRsep

2 [ϕ]‖out
1,− 2

3
≤ C, ‖∂yRsep

2 [ϕ]‖out
0,2 ≤ Cδ2,

‖∂wRsep
3 [ϕ]‖out

0, 23
≤ Cδ, ‖∂xRsep

3 [ϕ]‖out
0,2 ≤ Cδ2, ‖∂yRsep

3 [ϕ]‖out
1,− 2

3
≤ C.

The next lemma gives properties of the operator F .
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Lemma 4.9. Fix � > 0 and let F be the operator defined in (4.6). Then, for δ > 0 small 
enough and κ > 0 big enough, there exist constants b16, b17 > 0 independent of δ and κ
such that

‖F [0]‖out
× ≤ b16δ

3.

Moreover, for ϕ, ϕ̃ ∈ B(�δ3),

δ ‖F1[ϕ] −F1[ϕ̃]‖out
1,0 ≤ b17

Å
δ

κ2 ‖ϕ1 − ϕ̃1‖out
1,0 + ‖ϕ2 − ϕ̃2‖out

0, 43
+ ‖ϕ3 − ϕ̃3‖out

0, 43

ã
,

‖Fj [ϕ] −Fj [ϕ̃]‖out
0, 43

≤ b17
κ2 ‖ϕ− ϕ̃‖out

× , for j = 2, 3.

Proof. First, we obtain the estimates for F [0]. By Proposition 3.5, we have that

|wu(−ρ2)| ≤ Cδ2, |xu(u1)| ≤ Cδ3, |yu(u1)| ≤ Cδ3

and, as a result, ‖F 0‖out
× ≤ Cδ3. Then, applying Lemmas 4.6 and 4.8, we obtain

‖F [0]‖out
× ≤

∥∥F 0∥∥out
× + Cδ ‖Rsep

1 [0]‖out
1,1 + Cδ2 ∑3

j=2‖R
sep
j [0]‖out

0, 43
≤ Cδ3.

For the second statement, since F = F 0+G◦Rsep and G is linear, we need to compute 
estimates for Rsep[ϕ] −Rsep[ϕ̃]. Then, by the mean value theorem,

Rsep
j [ϕ] −Rsep

j [ϕ̃] =

⎡⎣ 1∫

0

DRsep
j [sϕ + (1 − s)ϕ̃]ds

⎤⎦ (ϕ− ϕ̃), j = 1, 2, 3.

In addition, by Lemmas 4.5 and 4.8, for j = 2, 3, we have the estimates

‖∂wRsep
1 [ϕ]‖out

0,1 ≤ C

κ2 , ‖∂xRsep
1 [ϕ]‖out

1,− 1
3
≤ C

δ
, ‖∂yRsep

1 [ϕ]‖out
1,− 1

3
≤ C

δ
,

‖∂wRsep
j [ϕ]‖out

−1, 43
≤ C

κ2δ
, ‖∂xRsep

j [ϕ]‖out
0,0 ≤ C

κ2δ2 , ‖∂yRsep
j [ϕ]‖out

0,0 ≤ C

κ2δ2 .

We estimate each component separately. For j = 1, we have that

δ‖Rsep
1 [ϕ] −Rsep

1 [ϕ̃]‖out
1,1 ≤ sup

ζ∈B(δ3)
δ
[
‖ϕ1 − ϕ̃1‖out

1,0 ‖∂wRsep
1 [ζ]‖out

0,1

+ ‖ϕ2 − ϕ̃2‖out
0, 43

‖∂xRsep
1 [ζ]‖out

1,− 1
3

+ ‖ϕ3 − ϕ̃3‖out
0, 43

‖∂yRsep
1 [ζ]‖out

1,− 1
3

]
≤ Cδ

κ2 ‖ϕ1 − ϕ̃1‖out
1,0 + C ‖ϕ2 − ϕ̃2‖out

0, 43
+ C ‖ϕ3 − ϕ̃3‖out

0, 43
.

Analogously, for j = 2, 3, we obtain
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‖Rsep
j [ϕ]−Rsep

j [ϕ̃]‖out
0, 43

≤ sup
ζ∈B(δ3)

[
‖ϕ1 − ϕ̃1‖out

1,0 ‖∂wRsep
j [ζ]‖out

−1, 43

+ ‖ϕ2 − ϕ̃2‖out
0, 43

‖∂xRsep
j [ζ]‖out

0,0 + ‖ϕ3 − ϕ̃3‖out
0, 43

‖∂yRsep
j [ζ]‖out

0,0

]
≤ C

κ2δ2 ‖ϕ− ϕ̃‖out
×

and, using Lemma 4.6, we obtain the estimates for the second statement. �
Lemma 4.9 shows that, by assuming κ big enough, operators F2 and F3 have Lipschitz 

constant less than 1 with the norm in X out
× . However, we are not able to control the 

Lipschitz constant of F1. To overcome this problem, we apply a Gauss-Seidel argument 
to define a new operator

‹F [z] = ‹F [(w, x, y)] =
(F1[w,F2[z],F3[z]]

F2[z]
F3[z]

)
,

which turns out to be contractive in a suitable ball and has the same fixed points as F .

End of the proof of Proposition 4.7. We look for a fixed point of ‹F . First, we obtain an 
estimate for ‖‹F [0]‖out

× . We rewrite it as‹F [0] = F [0] +
(
F1[0,F2[0],F3[0]] −F1[0], 0, 0

)T
,

and we notice that, by Lemma 4.9, ‖(0, F2[0], F3[0])‖out
× ≤ ‖F [0]‖out

× ≤ Cδ3. Then, 
applying Lemma 4.9, there exists constant b15 > 0 such that

‖‹F [0]‖out
× ≤ ‖F [0]‖out

× + ‖F1[0,F2[0],F3[0]] −F1[0]‖out
1,0

≤ ‖F [0]‖out
× + C ‖F2[0]‖out

0, 43
+ C ‖F3[0]‖out

0, 43
≤ 1

2b15δ
3.

(4.7)

Now, we prove that the operator ‹F is contractive in B(b15δ3). Indeed, by Lemma 4.9, 
we have that, for ϕ, ϕ̃ ∈ B(b15δ3),

δ‖‹F1[ϕ] − ‹F1[ϕ̃]‖out
1,0 ≤ C

Å
δ

κ2 ‖ϕ1 − ϕ̃1‖out
1,0 + ‖F2[ϕ] −F2[ϕ̃]‖out

0, 43
+ ‖F3[ϕ] −F3[ϕ̃]‖out

0, 43

ã
≤ Cδ

κ2 ‖ϕ1 − ϕ̃1‖out
1,0 + 2C

κ2 ‖ϕ− ϕ̃‖out
× ≤ C

κ2 ‖ϕ− ϕ̃‖out
× ,

‖‹Fj [ϕ] − ‹Fj [ϕ̃]‖out
0, 43

= ‖Fj [ϕ] −Fj [ϕ̃]‖out
0, 43

≤ C

κ2 ‖ϕ− ϕ̃‖out
× , for j = 2, 3.

Then, for κ > 0 big enough, we have that ‖‹F [ϕ] − ‹F [ϕ̃]‖out
× ≤ 1

2 ‖ϕ− ϕ̃‖out
× . Together 

with (4.7), this implies that ‹F : B(b15δ3) → B(b15δ3) is well defined and contractive. 
Therefore, ‹F has a fixed point zu ∈ B(b15δ3). �
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4.3. Switching to the time-parametrization

In this section, by means of a fixed point argument, we prove Proposition 3.7. That 
is, we obtain a change of variables U satisfying (3.21), that is

∂vU = R[U ] where R[U ] = ∂wH
sep
1 (v + U(v), zu(v + U(v))) . (4.8)

To this end, we consider the Banach space

Yout =
ß
ϕ : ‹Du,out

κ2,d2,d3
→ C : ϕ real-analytic, ‖ϕ‖sup := sup

v∈‹Du,out
κ2,d2,d3

|U(v)| < ∞
™
. (4.9)

First, we state a technical lemma. Its proof is a direct consequence of the proof of 
Lemma 4.8 (see also Remark B.12 in Appendix B.2).

Lemma 4.10. Fix � > 0. For δ > 0 small enough and ϕ ∈ Yout such that ‖ϕ‖sup ≤ �δ2, 
there exists a constant C > 0 such that ‖R[ϕ]‖sup ≤ Cδ2 and ‖DR[ϕ]‖sup ≤ Cδ2.

Let us define the operators

G[ϕ](v) =
v∫

ρ3

ϕ(s)ds and F = G ◦R, (4.10)

where ρ3 ∈ R is the rightmost vertex of the domain ‹Du,out
κ2,d2,d3

(see Fig. 7). Then, a 
solution U = F [U ] satisfies equation (4.8) and the initial condition U(ρ3) = 0.

Proof of Proposition 3.7. The operator G in (4.10) satisfies that, for ϕ ∈ Yout,

‖G[ϕ]‖sup ≤ C‖ϕ‖sup. (4.11)

Then, by Lemma 4.10, there exists b4 > 0 independent of δ such that

‖F [0]‖sup ≤ C‖R[0]‖sup ≤ 1
2b4δ

2. (4.12)

Moreover, for ϕ, ϕ̃ ∈ B(b4δ2) =
{
ϕ ∈ Yout : ‖ϕ‖sup ≤ b4δ

2}, by the mean value theorem 
and Lemma 4.10,

‖R[ϕ] −R[ϕ̃]‖sup =

∥∥∥∥∥∥
1∫

0

DR[sϕ + (1 − s)ϕ̃]ds

∥∥∥∥∥∥
sup

‖ϕ− ϕ̃‖sup ≤ Cδ2‖ϕ− ϕ̃‖sup.

Then, by Lemma 4.10, (4.11), (4.12) and taking δ small enough, F is well defined and 
contractive in B(b4δ2) and, as a result, has a fixed point U ∈ B(b4δ2).
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It only remains to check that v + U(v) ∈ Du,out
κ1,d1,ρ2

for v ∈ ‹Du,out
κ2,d2,d3

. Indeed, 
since ‖U‖sup ≤ b4δ

2 and ‹Du,out
κ2,d2,d3

⊂ Du,out
κ,d1,ρ2

, taking δ small enough the statement 
is proved. �
4.4. Extending the time-parametrization

In this section, we extend analytically the parametrization Γu given in Corollary 3.8
from the transition domain Du,out

κ,d1,ρ2
to the flow domain Dfl

κ3,d4
(see (3.19)).

Since Γu satisfies the equations given by H in (2.7), Γ̂ = Γu −Γh (see (3.22)) satisfies⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂vλ̂ = −3Λ̂ + ∂ΛH1(Γh + Γ̂; δ),

∂vΛ̂ = −V ′(λh + λ̂) + V ′(λh) − ∂λH1(Γh + Γ̂; δ),

∂vx̂ = i
x̂

δ2 + i∂yH1(Γh + Γ̂; δ),

∂v ŷ = −i
ŷ

δ2 − i∂xH1(Γh + Γ̂; δ),

which can be rewritten as Lfl Γ̂ = Rfl[Γ̂], where

Lflϕ =
(
∂v −Afl(v)

)
ϕ, Afl(v) =

Ö 0 −3 0 0
−V ′′(λh(v)) 0 0 0

0 0 i
δ2 0

0 0 0 − i
δ2

è
, (4.13)

and

Rfl[ϕ](v) =

á
∂ΛH1(Γh(v) + ϕ(v); δ)

T [ϕ1](v) − ∂λH1(Γh(v) + ϕ(v); δ)
i∂yH1(Γh(v) + ϕ(v); δ)
−i∂xH1(Γh(v) + ϕ(v); δ)

ë
, (4.14)

with T [ϕ1] = −V ′(λh + ϕ1) + V ′(λh) + V ′′(λh)ϕ1.
We look for Γ̂ through fixed point argument in the Banach space X fl

× =
(
X fl)4, where

X fl =
ß
ϕ : Dfl

κ3,d4
→ C : ϕ real-analytic, ‖ϕ‖fl := sup

v∈Dfl
κ3,d4

|ϕ(v)| < ∞
™
,

endowed with the norm

‖ϕ‖fl
× = δ‖ϕ1‖fl + δ‖ϕ2‖fl + ‖ϕ3‖fl + ‖ϕ4‖fl.

A fundamental matrix of the linear equation ξ̇ = Afl(v)ξ is
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Φ(v) =

Ü 3Λh(v) 3fh(v) 0 0
−Λ̇h(v) −ḟh(v) 0 0

0 0 e
i
δ2 v 0

0 0 0 e−
i
δ2 v

ê
with fh(v) = Λh(v)

v∫

v0

1
Λ2
h(s)ds.

Note that fh(v) is analytic at v = 0.
To look for a right inverse of operator Lfl in (4.13), let us consider the linear operator

Gfl[ϕ](v) =

Ñ
v∫

v0

ϕ1(s)ds,
v∫

v0

ϕ2(s)ds,
v∫

v1

ϕ3(s)ds,
v∫

v1

ϕ4(s)ds

éT

,

where v0, v1 and v1 are the vertexes of the domain Dfl
κ3,d4

(see Fig. 7). Then, the linear 
operator Ĝ[ϕ] = ΦG[Φ−1ϕ] is a right inverse of the operator Lfl, and, for ϕ ∈ X fl

×, satisfies

‖Ĝ1[ϕ]‖fl + ‖Ĝ2[ϕ]‖fl ≤ C
(
‖ϕ1‖fl + ‖ϕ2‖fl) ,

‖Ĝj [ϕ]‖fl ≤ Cδ2‖ϕj‖fl for j = 3, 4.
(4.15)

Next, we state a technical lemma providing estimates for Rfl. Its proof is a direct 
consequence of the definition of the operator in (4.14) and Corollary B.7, which gives 
estimates for HPoi

1 in (2.1) (see also the change of coordinates (2.5) which relates HPoi
1

and H1).

Lemma 4.11. Fix � > 0 and consider ϕ ∈ X fl
× with ‖ϕ‖fl

× ≤ �δ3. Then, for δ > 0 small 
enough, there exists a constant C > 0 such that the operator Rfl in (4.14) satisfies

‖Rfl
1 [ϕ]‖fl, ‖Rfl

2 [ϕ]‖fl ≤ Cδ2, ‖Rfl
3 [ϕ]‖fl, ‖Rfl

4 [ϕ]‖fl ≤ Cδ,

‖DjRfl
l [ϕ]‖fl ≤ Cδ, j, l ∈ {1, 2, 3, 4} .

Denote by ej , j = 1, 2, 3, 4, the canonical basis in R4. Noticing that, by Corollary 3.8, 
the function Γ̂ = (λ̂, Λ̂, ̂x, ŷ) is already defined at {v0, v1, v1} ∈ ‹Du,out

κ2,d2,d3
, we can consider 

the function

F 0(v) = Φ(v)
î
Φ−1(v0)

Ä
λ̂(v0)e1 + Λ̂(v0)e2

ä
+ x̂(v1)Φ−1(v1)e3 + ŷ(v1)Φ−1(v1)e4

ó
.

Then, since Ĝ(F 0) = 0, it only remains to check that F = F 0 + Ĝ ◦ Rfl is contractive in 
a suitable ball of X fl

×.

End of proof of Proposition 3.9. First, we obtain a suitable estimate for F [0]. Applying 
Propositions 3.6 and 3.7 and using (3.18) we obtain that, for v ∈ ‹Du,out

κ2,d2,d3
,

|λ̂(v)| ≤ Cδ2, |Λ̂(v)| ≤ Cδ2, |x̂(v)| ≤ Cδ3, |ŷ(v)| ≤ Cδ3.
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Therefore, since {v0, v1, v1} ∈ ‹Du,out
κ2,d2,d3

,

‖F 0‖fl
× ≤ Cδ|λ̂(v0)| + Cδ|Λ̂(v0)| + C |x̂(v1)| + C |ŷ(v1)| ≤ Cδ3

and, applying (4.15) and Lemma 4.11, there exists b5 > 0 independent of δ such that

‖F [0]‖fl
× ≤ ‖F 0‖fl

× + ‖G ◦ Rfl[0]‖fl
× ≤ 1

2b5δ
3. (4.16)

Let us define B(b5δ3) =
{
ϕ ∈ X fl

× : ‖ϕ‖fl
× ≤ b5δ

3}. By the mean value theorem and 
Lemma 4.11, for ϕ, ϕ̃ ∈ B(b5δ3) and j = 1, .., 4, we obtain

‖Rfl
j [ϕ] −Rfl

j [ϕ̃]‖fl ≤
4∑

l=1

ñ
sup

ζ∈B(b5δ3)

{
‖DlRfl

j [ζ]‖fl} ‖ϕl − ϕ̃l‖fl
ô
≤ C‖ϕ− ϕ̃‖fl

×.

Then, by (4.15) and taking δ small enough,

‖F [ϕ] −F [ϕ̃]‖fl
× ≤Cδ

⎡⎣ 2∑
j=1

‖Rfl
j [ϕ] −Rfl

j [ϕ̃]‖fl

⎤⎦+ Cδ2

[ 4∑
l=3

‖Rfl
l [ϕ] −Rfl

l [ϕ̃]‖fl

]

≤Cδ‖ϕ− ϕ̃‖fl
× ≤ 1

2‖ϕ− ϕ̃‖fl
×.

(4.17)

Therefore, by (4.16) and (4.17), F is well defined and contractive in B(b5δ3) and, as 
a result, has a fixed point Γ̂ ∈ B(b5δ3). �
4.5. Back to a graph parametrization

Now we prove Proposition 3.10 by obtaining the change of variables V : ‹Dκ4,d5 → C

as a solution of equation (3.23). This equation is equivalent to V = N [V] with

N [ϕ](u) = 1
3Λh(u)

î
λ̂(u + ϕ(u)) + λh(u + ϕ(u)) − λh(u) + 3Λh(u)ϕ(u)

ó
.

We obtain V by means of a fixed point argument in the Banach space

Ỹ =
ß
ϕ : ‹Dκ4,d5 → C : ϕ real-analytic, ‖ϕ‖sup := sup

u∈‹Dκ4,d5

|ϕ(u)| < ∞
™
.

Proof of Proposition 3.10. Let us first notice that, by Theorem 3.1,

C−1 ≤ ‖Λh‖sup ≤ C. (4.18)

Since d5 < d4 and κ4 > κ3, we have that ‹Dκ4,d5 ⊂ Dfl
κ3,d4

, (see (3.16) and (3.19)). 
Then, applying Proposition 3.9, there exists b6 > 0 independent of δ such that
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‖N [0]‖sup ≤ 1
3‖(Λh)−1‖sup‖λ̂‖sup ≤ 1

2b6δ
2.

Next, we compute the Lipschitz constant of N in B(b6δ2) = {ϕ ∈ Ỹ : ‖ϕ‖sup ≤ b6δ
2}. 

By the mean value theorem, for ϕ, ϕ̃ ∈ B(b6δ2) and ϕs = (1 − s)ϕ + sϕ̃, we have that

‖N [ϕ] −N [ϕ̃]‖sup ≤ sup
u∈‹Dκ4,d5

∣∣∣∣∣∣
1∫

0

DN [ϕs](u)ds

∣∣∣∣∣∣ ‖ϕ− ϕ̃‖sup.

For u ∈ ‹Dκ4,d5 and δ small enough, we have that u + ϕs(u) ∈ Dfl
κ3,d4

. Therefore, by 
Proposition 3.9, (4.18) and recalling that λ̇h = −3Λh,

|DN [ϕs](u)| ≤ 1
3 |Λh(u)|

¶
|∂vλ̂(u + ϕs(u))| + |Λh(u + ϕs(u)) − Λh(u)|

©
≤ Cδ2

and, taking δ small enough, ‖N [ϕ] −N [ϕ̃]‖sup ≤ 1
2‖ϕ − ϕ̃‖sup. Therefore, the operator N

is well defined and contractive in B(b6δ2) and, as a result, has a fixed point V ∈ B(b6δ2).
Besides, since ‹Dκ4,d5 ⊂ Dfl

κ3,d4
, we obtain that u + V(u) ∈ Dfl

κ3,d4
for u ∈ ‹Dκ4,d5 and 

δ small enough. �
5. Complex matching estimates

This section is devoted to prove Theorem 3.15 which provides estimates for Zu,s
1 =

Zu,s − Zu,s
0 in the matching domains Dmch,u

κ and Dmch,s
κ , given in (3.38). We only prove 

the theorem for Zu
1 , being the proof for Zs

1 analogous.

5.1. Preliminaries and set up

Proposition (3.12) shows that the Hamiltonian Hsep expressed in inner coordinates, 
that is H in as given in (3.32), is of the form H in = W + XY + K + H in

1 . Then, the 
equation associated to H in can be written as®

U̇ = 1 + gin(U,Z) + gmch(U,Z),
Ż = Ain

Z + f in(U,Z) + fmch(U,Z),
(5.1)

where Ain is given in (3.34) and

f
in

= (−∂UK, i∂Y K,−i∂XK)T , gin = ∂WK,

fmch =
(
−∂UH

in
1 , i∂Y H

in
1 ,−i∂XH in

1
)T

, gmch = ∂WH in
1 .

(5.2)

Notice that, since (u, zu(u)) = φin(U, Zu(U)) (see (3.40)), (U, Zu(U)) is an invariant 
graph of equation (5.1). Therefore, Zu satisfies the invariance equation
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∂UZ
u = AinZu + Rin[Zu] + Rmch[Zu],

with Rin as defined in (3.36) and

Rmch[ϕ] = Ainϕ + f
in(U,ϕ) + fmch(U,ϕ)

1 + gin(U,ϕ) + gmch(U,ϕ)
−Ainϕ−Rin[ϕ]. (5.3)

Similarly Zu
0 satisfies the invariance equation ∂UZu

0 = AinZu
0 + Rin[Zu

0 ] (see Theo-
rem 3.13) and, therefore, the difference Zu

1 = Zu − Zu
0 must be a solution of

∂UZ
u
1 = AinZu

1 + B(U)Zu
1 + Rmch[Zu], (5.4)

with

B(U) =
1∫

0

DZR
in

[(1 − s)Zu
0 + sZu](U)ds. (5.5)

The key point is that, since the existence of both Zu
0 and Zu is already been proven, we 

can think of B(U) and Rmch[Zu](U) as known functions. Therefore, equation (5.4) can be 
understood as a non homogeneous linear equation with independent term Rmch[Zu](U). 
Moreover, defining the linear operator Linϕ = (∂U −Ain)ϕ, equation (5.4) is equivalent 
to

LinZu
1 (U) = B(U)Zu

1 (U) + Rmch[Zu](U). (5.6)

We prove Theorem 3.15 by solving this equation (with suitable initial conditions). To 
this end, we define the Banach space Xmch

× = Xmch
4
3

×Xmch
1 ×Xmch

1 with

Xmch
α =

®
ϕ : Dmch,u

κ → C : ϕ real-analytic, ‖ϕ‖mch
α = sup

U∈Dmch,u
κ

|Uαϕ(U)| < ∞
´
,

endowed with the product norm ‖ϕ‖mch
× = ‖ϕ1‖mch

4
3

+ ‖ϕ2‖mch
1 + ‖ϕ3‖mch

1 .
Next lemma gives some properties of these Banach spaces.

Lemma 5.1. Let γ ∈ [ 35 , 1) and α, β ∈ R. The following statements hold:

1. If ϕ ∈ Xmch
α , then ϕ ∈ Xmch

β for any β ∈ R. Moreover,

{
‖ϕ‖mch

β ≤ Cκβ−α ‖ϕ‖mch
α , for α > β,

‖ϕ‖mch
β ≤ Cδ2(α−β)(1−γ) ‖ϕ‖mch

α , for α < β.

2. If ϕ ∈ Xmch
α and ζ ∈ Xmch

β , then ϕζ ∈ Xmch
α+β and ‖ϕζ‖mch

α+β ≤ ‖ϕ‖mch
α ‖ζ‖mch

β .
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This lemma is a direct consequence of the fact that, as explained in Section 3.3.2, U
satisfies

κ cosβ2 ≤ |U | ≤ C

δ2(1−γ) . (5.7)

Now, we present the main result of this section, which implies Theorem 3.15.

Proposition 5.2. There exist γ∗ ∈ [ 35 , 1), κ6 ≥ max {κ1, κ5}, δ0 > 0 and b18 > 0 such 
that, for γ ∈ (γ∗, 1), κ ≥ κ6 and δ ∈ (0, δ0), Zu

1 satisfies ‖Zu
1 ‖

mch
× ≤ b18 δ

2
3 (1−γ).

5.2. An integral equation formulation

To prove Proposition 5.2, we first introduce a right-inverse of Lin = ∂U −Ain.

Lemma 5.3. The operator Gin[ϕ] =
(
Gin

1 [ϕ1],Gin
2 [ϕ2],Gin

3 [ϕ3]
)T defined as

Gin[ϕ](U) =

Ñ
U∫

U3

ϕ1(S)dS,
U∫

U3

e−i(S−U)ϕ2(S)dS,
U∫

U2

ei(S−U)ϕ3(S)dS

éT

, (5.8)

where U2 and U3 are introduced in (3.39), is a right inverse of Lin.
Moreover, there exists a constant C > 0 such that:

1. Let α > 1. If ϕ ∈ Xmch
α , then Gin

1 [ϕ] ∈ Xmch
α−1 and 

∥∥Gin
1 [ϕ]

∥∥mch
α−1 ≤ C ‖ϕ‖mch

α .
2. Let α > 0, j = 2, 3. If ϕ ∈ Xmch

α , then Gin
j [ϕ] ∈ Xmch

α and ‖Gin
j [ϕ]‖mch

α ≤ C ‖ϕ‖mch
α .

The proof of this lemma follows the same lines as the proof of Lemma 20 in [7]. Using 
the operator Gin, equation (5.6) is equivalent to

Z1(U) = CmcheA
inU + Gin [B · Z1] (U) +

(
Gin ◦ Rmch[Z]

)
(U),

where Cmch = (Cmch
W , Cmch

X , Cmch
Y )T is defined as

Cmch
W = W1(U3), Cmch

X = e−iU3X1(U3), Cmch
Y = eiU2Y1(U2).

Then, defining the operator T [ϕ](U) = Gin [B · ϕ] (U), this equation is equivalent to

(Id − T )Zu
1 = CmcheA

inU +
(
Gin ◦ Rmch[Zu]

)
(5.9)

and therefore, to estimate Zu
1 , we need to prove that Id − T is invertible in Xmch,u

× .

Lemma 5.4. Let us consider operators B and Gin as given in (5.5) and (5.8). Then, for 
γ ∈ [ 3 , 1), κ > 0 big enough and δ > 0 small enough, for ϕ ∈ Xmch

× ,
5
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‖T [ϕ]‖mch
× =

∥∥Gin[B · ϕ]
∥∥mch
× ≤ 1

2 ‖ϕ‖mch
×

and therefore

∥∥(Id − T )−1[ϕ]
∥∥mch
× ≤ 2 ‖ϕ‖mch

× .

To prove this lemma, we use the following estimates, whose proof is a direct result of 
Lemma 5.5 in [10].

Lemma 5.5. Fix � > 0 and take κ > 0 big enough. Then, there exists a constant C
(depending on � but independent of κ) such that, for ϕ ∈ Xmch

× with ‖ϕ‖mch
× ≤ �, the 

functions gin and f in in (3.36) and the operator Rin in (5.2) satisfy

∥∥gin(·, ϕ)
∥∥mch

2 ≤ C,
∥∥f in

1 (·, ϕ)
∥∥mch

11
3

≤ C,
∥∥f in

j (·, ϕ)
∥∥mch

4
3

≤ C, j = 2, 3

and

∥∥∂WRin
1 [ϕ]

∥∥mch
3 ≤ C,

∥∥∂XRin
1 [ϕ]

∥∥mch
7
3

≤ C,
∥∥∂Y Rin

1 [ϕ]
∥∥mch

7
3

≤ C,

∥∥∂WRin
j [ϕ]

∥∥mch
2
3

≤ C,
∥∥∂XRin

j [ϕ]
∥∥mch

2 ≤ C,
∥∥∂Y Rin

j [ϕ]
∥∥mch

2 ≤ C, j = 2, 3.

Proof of Lemma 5.4. Let Zu be as given in (3.40). Then, by Proposition 3.6, estimates 
(5.7) and taking γ ∈ [ 35 , 1), we have that, for U ∈ Dmch,u

κ ,

|W u(U)| ≤ C

|U |
8
3

+ Cδ
4
3

|U | ≤ C

|U |
8
3
, ‖Xu‖mch

4
3

≤ C, ‖Y u‖mch
4
3

≤ C. (5.10)

Then, using also Theorem 3.13, we obtain that (1 − s)Zu
0 + sZu ∈ Xmch

× for s ∈ [0, 1]
and γ ∈ [ 35 , 1) and ‖(1 − s)Zu

0 + sZu‖mch
× ≤ C. As a result, using the definition of B in 

(5.5) and Lemma 5.5,

‖B1,1‖mch
3 ≤ C, ‖B1,2‖mch

7
3

≤ C, ‖B1,3‖mch
7
3

≤ C,

‖Bj,1‖mch
2
3

≤ C, ‖Bj,2‖mch
2 ≤ C, ‖Bj,3‖mch

2 ≤ C, for j = 2, 3.
(5.11)

Therefore, by Lemmas 5.3 and 5.1 and (5.11), we obtain

‖T1[ϕ]‖mch
4
3

≤ C ‖π1 (Bϕ)‖mch
7
3

≤ C
î
‖B1,1‖mch

1 ‖ϕ1‖mch
4
3

+ ‖B1,2‖mch
4
3

‖ϕ2‖mch
1 + ‖B1,3‖mch

4
3

‖ϕ3‖mch
1

ó
≤ C

κ2 ‖ϕ1‖mch
4
3

+ C

κ
‖ϕ2‖mch

1 + C

κ
‖ϕ3‖mch

1 ≤ C

κ
‖ϕ‖mch

× .

Proceeding analogously, for j = 2, 3, we have
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‖Tj [ϕ]‖mch
1 ≤ C

[
‖Bj,1‖mch

− 1
3
‖ϕ1‖mch

4
3

+
3∑

l=2

‖Bj,l‖mch
0 ‖ϕl‖mch

1

]
≤ C

κ
‖ϕ‖mch

× .

Taking κ > 0 big enough, we obtain the statement of the lemma. �
5.3. End of the proof of Proposition 5.2

To complete the proof of Proposition 5.2, we study the right-hand side of equa-
tion (5.9). First, we deal with the term CmcheA

inU . Recall that U2 and U3 in (3.39)
satisfy

C−1

δ2(1−γ) ≤ |Uj | ≤
C

δ2(1−γ) , for j = 2, 3.

Then, taking into account that W u
1 = W u −W u

0 , (5.10) and Theorem 3.13 imply

|Cmch
W | = |W u

1 (U3)| ≤ |W u(U3)| + |W u
0 (U3)| ≤

C

|U3|
8
3
≤ Cδ

16
3 (1−γ)

and, as a result, by Lemma 5.1, ‖Cmch
W ‖mch

4
3

≤ Cδ
8
3 (1−γ). Analogously, for U ∈ Dmch,u

κ ,

|Cmch
X eiU | = |ei(U−U3)Xu

1 (U3)| ≤
Ce−Im (U−U3)

|U3|
4
3

≤ Cδ
8
3 (1−γ)

and then ‖Cmch
X eiU‖mch

1 ≤ Cδ
2
3 (1−γ). An analogous result holds for Cmch

Y e−iU . Therefore,

‖CmcheA
inU‖mch

× ≤ Cδ
2
3 (1−γ). (5.12)

Now, we estimate the norm of Gin ◦ Rmch[Zu]. The operator Rmch in (5.3) can be 
rewritten as

Rmch[Zu] = fmch(1 + g
in) − gmch(Ain

Zu + f
in)

(1 + gin)(1 + gin + gmch)
.

Then by (5.10), Lemmas 5.1 and 5.5 and taking κ big enough, we obtain

∥∥gin(·, Zu)
∥∥mch

0 ≤ C

κ2 ≤ 1
2 ,

∥∥iXu + f in
2 (·, Zu)

∥∥mch
0 ≤ C,

∥∥f in
1 (·, Zu)

∥∥mch
0 ≤ C,

∥∥−iY u + f in
3 (·, Zu)

∥∥mch
0 ≤ C.

(5.13)

To analyze fmch and gmch (see (5.2)) we rely on the estimates for H in
1 in (3.33) and 

its derivatives, which can be easily obtained by Cauchy estimates. Indeed, they can be 
applied since U ∈ Dmch,u

κ and, by (5.10),
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|W u(U)| , |Xu(U)| , |Y u(U)| ≤ C.

Then, there exists m > 0 such that

|gmch(U,Zu)| ≤ Cδ
4
3−2m(1−γ), |fmch

j (U,Zu)| ≤ Cδ
4
3−2m(1−γ), for j = 1, 2, 3. (5.14)

We note that, for γ ∈ (γ∗
0 , 1) with γ∗

0 = max{3
5 , 

3m−2
3m }, we have that 4

3 − 2m(1 − γ) > 0. 
Then, for γ ∈ (γ∗

0 , 1), δ small enough and κ big enough, using (5.13) and (5.14) we obtain

|Rmch
j [Zu](U)| ≤ Cδ

4
3−2m(1−γ), for j = 1, 2, 3.

Then, by Lemmas 5.1 and 5.3,

‖Gin ◦ Rmch[Zu]‖mch
× = ‖Gin

1 ◦ Rmch
1 [Zu]‖mch

4
3

+
∑3

j=2‖Gin
j ◦ Rmch

j [Zu]‖mch
1

≤ C‖Rmch
1 [Zu]‖mch

7
3

+
∑3

j=2 C‖Rmch
j [Zu]‖mch

1 ≤ Cδ
4
3−2

(
m+ 7

3
)
(1−γ).

If we take γ∗ = max
{ 3

5 , γ
∗
0 , γ

∗
1
}

with γ∗
1 = 3m+5

3m+7 , and γ ∈ (γ∗, 1),

‖Gin ◦ Rmch[Zu]‖mch
× ≤ Cδ

2
3 (1−γ). (5.15)

To complete the proof of Proposition 5.2, we consider equation (5.9). By Lemma 5.4, 
(Id − T ) is invertible in Xmch

× and moreover

‖Zu
1 ‖

mch
× =

∥∥∥(Id − T )−1
Ä
CmcheA

inU + Gin ◦ Rmch[Zu]
ä∥∥∥mch

×

≤ 2
∥∥∥CmcheA

inU + Gin ◦ Rmch[Zu]
∥∥∥mch

×
.

Then, it is enough to apply (5.12) and (5.15). �
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Appendix A. Poincaré variables

This appendix is devoted to define the (rotating) Poincaré coordinates for the 
RPC3BP through the Delaunay elements. We follow exactly the same scheme as the 
one in Section 2.1 of [10]. In addition we also provide the proof of Lemma 2.3.

Let φpol : (r, θ, R, G) �→ (q, p), be the symplectic polar change of coordinates defined 
in (1.2), where r is the radius, θ the argument of q, R the linear momentum in the r
direction and G is the angular momentum. In these variables, the Hamiltonian (1.1), 
becomes

Hpol = Hpol
0 + μHpol

1 , Hpol
0 (r,R,G) = 1

2

Å
R2 + G2

r2

ã
− 1

r
−G. (A.1)

The critical point L3 (see [55] for the details) satisfies that, as μ → 0, (r, θ, R, G) =
(dμ, 0, 0, d2

μ) being dμ = 1 + 5
12μ + O(μ3).

We introduce now the celebrated Delaunay elements, (�, L, ̂g, G), where � is the mean 
anomaly, ĝ is the argument of the pericenter, L is the square root of the semi major axis 
and G is the angular momentum, (see [45]). It is well known that the action L is defined 
by

− 1
2L2 = 1

2

Å
R2 + G2

r2

ã
− 1

r

and the (osculating) eccentricity of the body is expressed as

e =
…

1 − G2

L2 =
√

(L−G)(L + G)
L

.

The so called “anomalies”, the mean anomaly �, the eccentric anomaly u, and the true 
anomaly f , satisfy the well known relations

cos f = cosu− e

1 − e cosu, sin f =
√

1 − e2 sin u

1 − e cosu , u− e sin u = �.

They are nothing but three angular parameters that define a position at the (osculating) 
ellipse. We have also the relations

r = L2(1 − e cosu) and θ̂ = f + ĝ, with θ̂ = θ + t.

We consider now the rotating Delaunay coordinates (�, L, g, G), where the new angle is 
defined as g = ĝ − t (the argument of the pericenter with respect to the line defined by 
the primaries S and J). Then θ = f +g and the unperturbed Hamiltonian Hpol

0 becomes 
Hpol

0 = − 1
2 −G. Moreover, the critical point L3 satisfies θ = � + g = 0 and
2L
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L =
 

dμ
2 − d3

μ

= 1 + O(μ), G = d2
μ = 1 + O(μ), L−G = O(μ2).

Note that the Delaunay coordinates are not well defined for circular orbits (e = 0), 
since the pericenter, and as a consequence the angle g, are not well defined. To “remove” 
this singularity of the Delaunay coordinates, we use the classical Poincaré coordinates 
(λ, L, η, ξ) by means of

λ = � + g, η =
√
L−Geig, ξ =

√
L−Ge−ig.

Even though the Poincaré variables are defined through the Delaunay variables, they are 
analytic when the eccentricity tends to zero (i.e. at L = G), see [45,27]. The Hamiltonian 
equation associated to (A.1), expressed in Poincaré coordinates, defines a Hamiltonian 
system with respect to the symplectic form dλ ∧dL + i dη∧dξ and the Hamiltonian (2.1)
in Section 2. We notice that in Poincaré coordinates, the critical point L3 satisfies 
(0, 1, 0, 0) + O(μ) (see (2.3)) and linearization (2.4).

Proof of Lemma 2.3 We use the formulae for the Poincaré elements and anomalies 
introduced previously. Fix � > 0 and let |(L − 1, ξ, η)| � 1 and |Imλ| ≤ �.

• The result for the angular momentum G is straightforward by the definition of the 
Poincaré elements.

• The radius r satisfies that r = L2(1 − e cosu). In Section 4.1 of [10], it is seen that

e cosu = 1√
2L
(
e−iλη + eiλξ

)
+ O(e−iλη, eiλξ)2

= e−iλ

√
2
η + eiλ√

2
ξ + O(L− 1, η, ξ)2,

e sin u = i√
2L
(
e−iλη − eiλξ

)
+ O(e−iλη, eiλξ)2

= ie−iλ

√
2

η − ieiλ√
2
ξ + O(L− 1, η, ξ)2.

(A.2)

As a result, we obtain the asymptotic expression for r.
• The angle θ satisfies that θ = λ +f−�. Since the eccentric anomaly is given implicitly 

by u − e sin u = �, we have that

θ = λ + f − u + e sin u. (A.3)

The true anomaly f and the eccentricity e satisfy that

sin f =
√

1 − e2 sin u

1 − e cosu , e2 = 1 − G2

L2 = ηξ
(2L− ηξ)

L
. (A.4)
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Then, by (A.2),

sin f = (1 + e cosu) sin u + O(L− 1, η, ξ)2 = sin(u + e sin u) + O(L− 1, η, ξ)2.

By (A.3) and using that |Imλ| ≤ �, one obtains θ = λ +2e sin u +O(L −1, η, ξ)2, and 
applying (A.2) we obtain the corresponding asymptotic formula.

θ = λ + 2e sinu + O(L− 1, η, ξ)2 = λ + i
√

2e−iλη − i
√

2eiλ + O(L− 1, η, ξ)2.

• The linear momentum R satisfies that

− 1
2L2 = 1

2

Å
R2 + G2

r2

ã
− 1

r
.

Then, since r = L2(1 − e cosu) and, by (A.4), G2 = L2(1 − e2), one obtains that

R2 = (e sin u)2

L2(1 − e cosu)2

and applying (A.2) we obtain the statement of the lemma.

Appendix B. Estimates for the invariant manifolds

In this appendix we prove the technical Lemmas 4.4 and 4.8. All these results involve, 
in some sense, estimates for the first and second derivatives of the Hamiltonian Hsep

1 in 
(3.9). However, to obtain estimates for Hsep

1 , we first obtain some properties of HPoi
1 (see 

(2.2)), which can be written as

HPoi
1 = 1

μ
P[0] − 1 − μ

μ
P[μ] − P[μ− 1], (B.1)

where

P[ζ](λ, L, η, ξ) =
Ä
‖q − (ζ, 0)‖−1ä ◦ φPoi. (B.2)

In [10] (see, in particular, Lemma 4.1), we computed the series expansion of P[ζ] in 
powers of (η, ξ). In particular, P[ζ] can be written as

P[ζ](λ, L, η, ξ) = 1√
A[ζ](λ) + B[ζ](λ, L, η, ξ)

, (B.3)

where A and B are of the form
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A[ζ](λ) = 1 − 2ζ cosλ + ζ2, (B.4)

B[ζ](λ, L, η, ξ) = 4(L− 1)(1 − ζ cosλ) + η√
2
(
3ζ − 2e−iλ − ζe−2iλ)

+ ξ√
2
(
3ζ − 2eiλ − ζe2iλ)+ R[ζ](λ, L, η, ξ)

(B.5)

and, for fixed � > 0, R is analytic and satisfies that

|R[ζ](λ, L, η, ξ)| ≤ K(�) |(L− 1, η, ξ)|2 , (B.6)

for |Imλ| ≤ �, |(L− 1, η, ξ)| � 1 and ζ ∈ [−1, 1].
Then, wherever |A[ζ](λ)| > |B[ζ](λ, L, η, ξ)|, P[ζ](λ, L, η, ξ) can be written as

P[ζ](λ, L, η, ξ) = 1√
A[ζ]

+
+∞∑
n=1

Ç
−1

2
n

å
(B[ζ])n

(A[ζ])n+ 1
2
. (B.7)

Remark B.6. The Hamiltonian HPoi = HPoi
0 + μHPoi

1 (see (2.1) and (B.1)) is analytic 
away from the collisions with the primaries, that is zeroes of the denominators of P[μ]
and P[μ − 1]. For 0 < μ � 1, one has

A[μ] = 1 + O(μ), A[μ− 1] = 2 + 2 cosλ + O(μ).

Therefore, in the regime that we consider, collisions with the primary S are not possible 
but collisions with P may take place at λ ∼ π.

We now obtain estimates for HPoi
1 in domains “far” from λ = π.

Lemma B.7. Fix λ0 ∈ (0, π) and μ0 ∈ (0, 12 ) and consider the Hamiltonian HPoi
1

and the potential V introduced in (B.1) and (2.6), respectively. Then, for |λ| < λ0, 
|(L− 1, η, ξ)| � 1 and μ ∈ (0, μ0), the Hamiltonian HPoi

1 can be written as

HPoi
1 (λ, L, η, ξ;μ) − V (λ) =D0(μ, λ) + D1(μ, λ)

(
(L− 1), η, ξ

)
+ D2(λ, L, η, ξ;μ),

such that, for j = 1, 2, 3,

|D0(μ, λ)| ≤ Kμ, |(D1(μ, λ))j | ≤ K, |D2(λ, L, η, ξ;μ)| ≤ K |(L− 1, η, ξ)|2 ,

with K a positive constant independent of λ and μ.

B.1. Estimates in the infinity domain

To prove Lemma 4.4, we need to obtain estimates for Rsep and its derivatives. Let us 
recall that, by its definition in (3.13), for z = (w, x, y) we have
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Rsep[z] =
Ç

f sep
1 (·, z)

1 + gsep(·, z) ,
f2

sep(·, z) − ix
δ2 g

sep(·, z)
1 + gsep(·, z) ,

f3
sep(·, z) + iy

δ2 g
sep

1 + gsep(·, z)

åT

, (B.8)

where gsep = ∂wH
sep
1 and f sep = (−∂uH

sep
1 , i∂yH

sep
1 ,−i∂xH

sep
1 )T .

Therefore, we need to obtain first estimates for the first and second derivatives of 
Hsep

1 , introduced in (3.9), that is

Hsep
1 = H ◦ (φeq ◦ φsep) −

(
w + xy

δ2

)
, (B.9)

where H = H0 + H1 with H0 = Hp + Hosc (see (2.7), (2.11)).
Since (λh, Λh) is a solution of the Hamiltonian Hp and belongs to the energy level 

Hp = −1
2 ,

H0 ◦ φsep = Hp

Å
λh(u),Λh(u) − w

3Λh(u)

ã
+ Hosc(x, y; δ) = −1

2 + w − w2

6Λ2
h(u) + xy

δ2 .

Therefore, by (B.9), the Hamiltonian Hsep
1 can be expressed (up to a constant) as

Hsep
1 = M ◦ φsep − w2

6Λ2
h(u) , (B.10)

where

M(λ,Λ, x, y; δ) = (H ◦ φeq)(λ,Λ, x, y; δ) −H0(λ,Λ, x, y).

In the following lemma we give properties of M .

Lemma B.8. Fix constants � > 0 and λ0 ∈ (0, π). Then, there exists δ0 > 0 such that, 
for δ ∈ (0, δ0), |λ| < λ0, |Λ| < � and |(x, y)| < �δ, the function M satisfies

|∂λM | ≤ Cδ2 |(λ,Λ)| + Cδ |(x, y)| , |∂xM | ≤ Cδ |(λ,Λ, x, y)| ,
|∂ΛM | ≤ Cδ2 |(λ,Λ)| + Cδ |(x, y)| , |∂yM | ≤ Cδ |(λ,Λ, x, y)|

and ∣∣∂2
λM
∣∣ , |∂λΛM | ,

∣∣∂2
ΛM
∣∣ ≤ Cδ2, |∂ijM | ≤ Cδ, for i, j ∈ {λ,Λ, x, y} .

Proof. Applying φeq (see (3.3)) to the Hamiltonian H = H0 + H1, we have that

M = (H0 ◦ φeq −H0) + H1 ◦ φeq

= δ(xLy + yLx) + 3δ2ΛLΛ + δ4
Å
−3

2L
2
Λ + LxLy

ã
+ H1 ◦ φeq.

(B.11)

Then,
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|∂ijM | ≤
∣∣∂ijH1(λ,Λ + δ2LΛ, x + δLx, y + δLy; δ)

∣∣ , (B.12)

for i, j ∈ {λ,Λ, x, y}. Since |Λ| < � and |(x, y)| < �δ, then 
∣∣Λ + δ2LΛ

∣∣ < 2� and ∣∣(x + δ3Lx, y + δ3Ly)
∣∣ < 2�δ, for δ small. By the definition of H1 in (2.9) we have that,

H1(λ,Λ, x, y; δ) = HPoi
1
(
λ, 1 + δ2Λ, δx, δy; δ4)− V (λ) + 1

δ4Fp(δ2Λ),

where HPoi
1 is given in (2.2) (see also (2.5)), V is given (2.6) and Fp is given (2.10) and 

satisfies Fp(s) = O(s3). Since 
∣∣(δ2Λ, δx, δy)

∣∣ < 2�δ2 � 1, we apply Lemma B.7 (recall 
that δ = μ

1
4 ) and Cauchy estimates to obtain∣∣∂2
λH1

∣∣ |∂λΛH1| ,
∣∣∂2

ΛH1
∣∣ ≤ Cδ2, |∂ijH1| ≤ Cδ, for i, j ∈ {λ,Λ, x, y} . (B.13)

Then, (B.12) and (B.13) give the estimates for the second derivatives of M .
For the first derivatives of M , let us take into account that, by Theorem 3.1, 0 is 

a critical point of both Hamiltonians (H ◦ φeq) and H0 and, therefore, also of M =
(H ◦ φeq) −H0. This fact and the estimates of the second derivatives, together with the 
mean value theorem, gives the estimates for the first derivatives of M . �
End of the proof of Lemma 4.4. Let us consider ϕ = (ϕw, ϕx, ϕy)T ∈ X∞

× such that 
‖ϕ‖∞× ≤ �δ3. We estimate the first and second derivatives of Hsep

1 evaluated at (u, ϕ(u))
(recall (B.8)), given by

Hsep
1 (u, ϕ(u); δ) =M

Å
λh(u),Λh(u) − ϕw(u)

3Λh(u) , ϕx(u), ϕy(u); δ
ã

− ϕ2
w(u)

6Λ2
h(u) .

(B.14)

First, let us define

ϕλ(u) = λh(u), ϕΛ(u) = Λh(u) − ϕw(u)
3Λh(u) and Φ = (ϕλ, ϕΛ, ϕx, ϕy).

Since ‖ϕ‖∞× ≤ �δ3 and λh, Λh ∈ X∞
ν (see (4.2)),

‖ϕw‖∞2ν ≤ Cδ2, ‖ϕx‖∞ν , ‖ϕy‖∞ν ≤ Cδ3, ‖ϕλ‖∞ν , ‖ϕΛ‖∞ν ≤ C. (B.15)

Moreover since, by Theorem 3.1, λh(u) �= π for u ∈ Du,∞
ρ1

, we have that

|ϕλ(u)| = |λh(u)| < π, |ϕΛ(u)| ≤ Ce−νρ1 ≤ C, |(ϕx(u), ϕy(u))| ≤ Cδ3e−νρ1 ≤ Cδ3

and, therefore, we can apply Lemma B.8 to (B.14). In the following computations, we 
use generously Lemma 4.1 without mentioning it.
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1. First, we consider gsep = ∂wH
sep
1 . By (B.14), we have that

gsep(u, ϕ(u)) = −∂ΛM ◦ Φ(u)
3Λh(u) − ϕw(u)

3Λ2
h(u) .

Notice that, by Theorem 3.1, |Λh(u)| ≥ C for u ∈ Du,∞
ρ1

. Then, ‖Λ−1
h ‖∞−ν ≤ C. 

Therefore, by Lemma B.8 and estimates (B.15), we have that

‖gsep(·, ϕ)‖∞0 ≤ Cδ
[
δ ‖ϕλ‖∞ν + δ ‖ϕΛ‖∞ν + ‖ϕx‖∞ν + ‖ϕy‖∞ν

]
+ C ‖ϕw‖∞2ν

≤ Cδ2.
(B.16)

To compute its derivative with respect to w, by (B.14), we have that

∂wg
sep(u, ϕ(u)) = ∂2

ΛM ◦ Φ(u)
9Λ2

h(u) − 1
3Λ2

h(u)

and, by Lemma B.8 and estimates (B.15), ‖∂wgsep(·, ϕ)‖∞−2ν ≤ C. Following a similar 
procedure, we obtain ‖∂xgsep(·, ϕ)‖∞−ν ≤ Cδ and ‖∂ygsep(·, ϕ)‖∞−ν ≤ Cδ.

2. Now, we obtain estimates for f sep
1 = −∂uH

sep
1 . By (B.14), we have that

f sep
1 (u, ϕ(u)) = − λ̇h(u)∂λM ◦ Φ(u) − Λ̇h(u)

3Λ3
h(u)ϕ

2
w(u)

−
Ç

Λ̇h(u) + Λ̇h(u)
3Λ2

h(u)ϕw(u)
å
∂ΛM ◦ Φ(u).

Then, since λ̇h, Λ̇h ∈ X∞
ν , by Lemma B.8 and estimates (B.15), we have that 

‖f sep
1 (·, ϕ)‖∞2ν ≤ Cδ2. To compute its derivative with respect to x, by (B.14),

∂xf
sep
1 (u, ϕ(u)) = − λ̇h(u)∂xλM ◦ Φ(u) −

Ç
Λ̇h(u) + Λ̇h(u)

3Λ2
h(u)ϕw(u)

å
∂xΛM ◦ Φ(u)

and, therefore, ‖∂xf sep
1 (·, ϕ)‖∞ν ≤ Cδ. Similarly one can obtain ‖∂wf sep

1 (·, ϕ)‖∞0 ≤ Cδ2

and ‖∂yf sep
1 (·, ϕ)‖∞ν ≤ Cδ.

3. Analogously to the previous estimates, we can obtain bounds for f sep
2 = i∂yH

sep
1

and f sep
3 = −i∂xH

sep
1 . Then, for j = 2, 3, it can be seen that ‖f sep

j (·, ϕ)‖∞ν ≤ Cδ, 
and differentiating we obtain ‖∂wf sep

j (·, ϕ)‖∞−ν ≤ Cδ, ‖∂xf sep
j (·, ϕ)‖∞0 ≤ Cδ and 

‖∂yf sep
j (·, ϕ)‖∞0 ≤ Cδ.

Then, by the definition of Rsep in (B.8) and the just obtained estimates, we complete 
the proof of the lemma. �
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B.2. Estimates in the outer domain

To obtain estimates of Rsep, we write Hsep
1 in (3.9) (up to a constant) as

Hsep
1 = H1 ◦ φeq ◦ φsep − w2

6Λ2
h(u) + δ(xLy + yLx) + 3δ2LΛ

Å
Λh(u) − w

3Λh(u)

ã
,

(see (B.10) and (B.11)). Then, by the definition of H1 in (2.9), we obtain

Hsep
1 = (HPoi

1 − V ) ◦ φsc ◦ φeq ◦ φsep + 1
δ4Fp

Å
δ2Λh(u) − δ2w

3Λh(u) + δ4LΛ

ã
− w2

6Λ2
h(u) + δ(xLy + yLx) + 3δ2LΛ

Å
Λh(u) − w

3Λh(u)

ã
,

where HPoi
1 is given in (B.1), the potential V in (2.6) and Fp in (2.10). The changes of 

coordinates φsc, φeq and φsep are given in (2.5), (3.3) and (3.4), respectively.
Considering z = (w, x, y), we denote the composition of change of coordinates as

(λ, L, η, ξ) = Θ(u, z) = (φsc ◦ φeq ◦ φsep)(u, z). (B.17)

Then, since μ = δ4, the Hamiltonian Hsep
1 can be split (up to a constant) as

Hsep
1 = MP + MS + MR, (B.18)

where

MP (u, z; δ) = −
Å
P[δ4 − 1] − 1√

2 + 2 cosλ

ã
◦ Θ(u, z), (B.19)

MS(u, z; δ) =
Å 1
δ4P[0] − 1 − δ4

δ4 P[δ4] − 1 + cosλ
ã
◦ Θ(u, z), (B.20)

MR(u, z; δ) = − w2

6Λ2
h(u) + δ2LΛ

Å
3Λh(u) − w

Λh(u)

ã
+ δ(xLy + yLx)

+ 1
δ4Fp

Å
δ2Λh(u) − δ2w

3Λh(u) + δ4LΛ

ã (B.21)

and P is the function given in (B.2).
To obtain estimates for the derivatives of MP , MS and MR, we first analyze the 

change of coordinates Θ in (B.17). It can be expressed as

Θ(u, z) =
(
π + Θλ(u), 1 + ΘL(u,w),Θη(x),Θξ(y)

)
, (B.22)

where
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Θλ(u) = λh(u) − π, Θη(x) = δx + δ4Lx(δ),

ΘL(u,w) = δ2Λh(u) − δ2w

3Λh(u) + δ4LΛ(δ), Θξ(x) = δy + δ4Ly(δ).

Next lemma, which is a direct consequence of Theorem 3.1, gives estimates for this 
change of coordinates.

Lemma B.9. Fix � > 0 and δ > 0 small enough. Then, for ϕ ∈ B(�δ3) ⊂ X out
× ,

‖Θλ‖out
0,− 2

3
≤ C, ‖ΘL(·, ϕ)‖out

0, 13
≤ Cδ2, ‖Θη(·, ϕ)‖out

0, 43
≤ Cδ4,

∥∥Θ−1
λ

∥∥out
0, 23

≤ C, ‖1 + ΘL(·, ϕ)‖out
0,0 ≤ C, ‖Θξ(·, ϕ)‖out

0, 43
≤ Cδ4.

Moreover, its derivatives satisfy

‖∂uΘλ‖out
0, 13

≤ C, ‖∂uΘL(·, ϕ)‖out
0, 43

≤ Cδ2, ‖∂wΘL(·, ϕ)‖out
0,− 1

3
≤ Cδ2,

‖∂uwΘL(·, ϕ)‖out
0, 23

≤ Cδ2, ∂xΘη, ∂yΘξ ≡ δ, ∂2
wΘL, ∂

2
xΘη, ∂

2
yΘξ ≡ 0.

In the next lemma we obtain estimates for the derivatives of MP .

Lemma B.10. Fix � > 0, δ > 0 small enough and κ > 0 big enough. Then, for ϕ ∈ B(�δ3)
and ∗ = x, y,

‖∂uMP (·, ϕ)‖out
1,1 ≤ Cδ2, ‖∂wMP (·, ϕ)‖out

1,− 2
3
≤ Cδ2, ‖∂∗MP (·, ϕ)‖out

0, 43
≤ Cδ,

‖∂uwMP (·, ϕ)‖out
1, 13

≤ Cδ2, ‖∂u∗MP (·, ϕ)‖out
0, 73

≤ Cδ,
∥∥∂2

wMP (·, ϕ)
∥∥out

0, 43
≤ Cδ4,

‖∂w∗MP (·, ϕ)‖out
0, 53

≤ Cδ3,
∥∥∂2

∗MP (·, ϕ)
∥∥out

0,2 ≤ Cδ2, ‖∂xyMP (·, ϕ)‖out
0,2 ≤ Cδ2.

Proof. We consider ϕ ∈ B(�δ3) ⊂ X out
× and we estimate the derivatives of P[δ4 − 1] ◦

Θ(u, ϕ(u)). We first we obtain bounds for A[δ4 − 1] and B[δ4 − 1] (see (B.4) and (B.5)). 
To simplify the notation, we define

Ã(u) = A[δ4 − 1](π + Θλ(u)), ‹B(u, z) = B[δ4 − 1] ◦ Θ(u, z). (B.23)

In the following computations we use extensively the results in Lemma 4.5 without 
mentioning them.

1. Estimates of Ã(u): Defining λ̂ = λ − π, by (B.4),

A[δ4 − 1](λ̂ + π) = 2(1 − cos λ̂) − 2δ4(1 − cos λ̂) + δ8.

Then, applying Lemma B.9,
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‖sin Θλ‖out
0,− 2

3
≤ C ‖Θλ‖out

0,− 2
3
≤ C,

∥∥(1 − cosΘλ)−1∥∥out
0, 43

≤ C
∥∥Θ−2

λ

∥∥out
0, 43

≤ C

and, as a result,

‖Ã−1‖out
0, 43

≤ C
∥∥(1 − cosΘλ)−1∥∥out

0, 43
≤ C,

‖∂uÃ‖out
0,− 1

3
≤ C ‖sin Θλ‖out

0,− 2
3
‖∂uΘλ‖out

0, 13
≤ C.

(B.24)

2. Estimates of ‹B(u, ϕ(u)): Considering the auxiliary variables (λ̂, L̂) = (λ − π, L − 1), 
we have that

B[δ4 − 1](π + λ̂, 1 + L̂, η, ξ) = 4L̂(1 − cos λ̂ + δ4 cos λ̂)

+ η√
2
(−3 + 2e−iλ̂ + e−2iλ̂ + δ4(3 + e−2iλ̂))

+ ξ√
2
(−3 + 2eiλ̂ + e2iλ̂ + δ4(3 + e2iλ̂))

+ R[δ4 − 1](π + λ̂, 1 + L̂, η, ξ).

(B.25)

Then, by the estimates in (B.6) and Lemma B.9,

‖‹B(·, ϕ)‖out
1,−2 ≤C

∥∥ΘL(·, ϕ)Θ2
λ

∥∥out
0,−1 + C

δ2 ‖Θη(·, ϕ)Θλ‖out
0, 23

+ C

δ2 ‖Θξ(·, ϕ)Θλ‖out
0, 23

+ C

δ2

∥∥(ΘL,Θη,Θξ)2
∥∥out

0, 23
≤ Cδ2.

(B.26)

Now, we look for estimates of the first derivatives of ‹B(u, ϕ(u)). By its definition 
in (B.23) and the expression of Θ in (B.22), we have that

∂u‹B =
[
∂λB[δ4 − 1] ◦ Θ

]
∂uΘλ +

[
∂LB[δ4 − 1] ◦ Θ

]
∂uΘL,

∂w‹B =
[
∂LB[δ4 − 1] ◦ Θ

]
∂wΘL,

∂x‹B =
[
∂ηB[δ4 − 1] ◦ Θ

]
∂xΘη, ∂y‹B =

[
∂ξB[δ4 − 1] ◦ Θ

]
∂yΘξ.

(B.27)

Differentiating (B.25) and applying Lemma B.9,

∥∥∂λB[δ4 − 1] ◦ Θ(·, ϕ)
∥∥out

1,− 4
3
≤C ‖ΘL(·, ϕ)Θλ‖out

− 1
3

+ C

δ2 ‖Θη(·, ϕ)‖out
0, 43

+ C

δ2 ‖Θξ(·, ϕ)‖out
0, 43

+ Cδ2 ≤ Cδ2,

∥∥∂LB[δ4 − 1] ◦ Θ(·, ϕ)
∥∥out

1,− 7
3
≤C

∥∥Θ2
λ

∥∥out
0,− 4

3
+ C

δ2 ‖ΘL(·, ϕ)‖out
0, 13

+ C

κ
≤ C,

∥∥∂∗B[δ4 − 1] ◦ Θ(·, ϕ)
∥∥out

0,− 2
3
≤C ‖Θλ‖out

0,− 2
3

+ C

κ
≤ C, for ∗ = η, ξ.
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Then, using also (B.27) and taking ∗ = x, y,

‖∂u‹B(·, ϕ)‖out
1,−1, ‖∂w‹B(·, ϕ)‖out

1,− 8
3
≤ Cδ2, ‖∂∗‹B(·, ϕ)‖out

0,− 2
3
≤ Cδ. (B.28)

Analogously, for the second derivatives, one can obtain the estimates

‖∂uw‹B(·, ϕ)‖out
1,− 5

3
≤ Cδ2, ‖∂2

w
‹B(·, ϕ)‖out

0, 23
≤ Cδ4, ‖∂u∗‹B(·, ϕ)‖out

0, 13
≤ Cδ,

‖∂w∗‹B(·, ϕ)‖out
0,− 1

3
≤ Cδ3, ‖∂2

∗‹B(·, ϕ)‖out
0,0 ≤ Cδ2, ‖∂xy‹B(·, ϕ)‖out

0,0 ≤ Cδ2.
(B.29)

Now, we are ready to obtain estimates for MP (u, ϕ(u)) by using the series expansion 
(B.7). First, we check that it is convergent. Indeed, by (B.24) and (B.26), for u ∈ Du,out

κ,d1,ρ2

and taking κ big enough we have that∣∣∣∣∣‹B(u, ϕ(u))
Ã(u)

∣∣∣∣∣ ≤ ‖‹B(·, ϕ)‖out
0,− 4

3
‖Ã−1‖out

0, 43
≤ C

κ2δ2 ‖‹B(·, ϕ)‖out
1,−2 ≤ C

κ2 � 1.

Therefore, by (B.3) and (B.19),

|MP (u, ϕ(u))| ≤
∣∣∣∣∣ 1√

A[δ4 − 1](λh(u))
− 1√

2 + 2 cosλh(u)

∣∣∣∣∣
+ C

|‹B(u, ϕ(u))|
|Ã(u)| 32

.

(B.30)

Then, to estimate MP and its derivatives, it only remains to analyze the u-derivative of 
its first term. Indeed, by the definition of A[δ4 − 1] in (B.4).

∥∥∥∥∥∂u
Ç

1√
A[δ4 − 1](λh(u))

− 1√
2 + 2 cosλh(u)

å∥∥∥∥∥
out

0, 43

≤ Cδ4. (B.31)

Therefore, applying estimates (B.24), (B.26), (B.28), (B.29) and (B.31), to the derivatives 
of MP and using (B.30), we obtain the statement of the lemma. �

Analogously to Lemma B.10, we obtain estimates for the first and second derivatives 
of MS and MR (see (B.20) and (B.21)).

Lemma B.11. Fix � > 0, δ > 0 small enough and κ > 0 big enough. Then, for ϕ ∈ B(�δ3)
and ∗ = x, y, we have

‖∂uMS(·, ϕ)‖out
0, 43

≤ Cδ2, ‖∂wMS(·, ϕ)‖out
0,− 1

3
≤ Cδ2, ‖∂∗MS(·, ϕ)‖out

0,0 ≤ Cδ,

‖∂uwMS(·, ϕ)‖out
0, 23

≤ Cδ2, ‖∂u∗MS(·, ϕ)‖out
0, 13

≤ Cδ,
∥∥∂2

wMS(·, ϕ)
∥∥out

0,− 2
3
≤ Cδ4,

‖∂w∗MS(·, ϕ)‖out
1 ≤ Cδ3,

∥∥∂2MS(·, ϕ)
∥∥out ≤ Cδ2, ‖∂xyMS(·, ϕ)‖out ≤ Cδ2
0,− 3 ∗ 0,0 0,0
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and

‖∂uMR(·, ϕ)‖out
1,1 ≤ Cδ2, ‖∂wMR(·, ϕ)‖out

1,− 2
3
≤ Cδ2, ‖∂∗MR(·, ϕ)‖out

0,0 ≤ Cδ,

‖∂uwMR(·, ϕ)‖out
1, 13

≤ Cδ2, ∂u∗MR(·, ϕ) ≡ 0,
∥∥∂2

wMR(·, ϕ)
∥∥out

0,− 2
3
≤ C,

∂w∗MR(·, ϕ) ≡ 0, ∂2
∗MR(·, ϕ) ≡ 0, ∂xyMR(·, ϕ) ≡ 0.

End of the proof of Lemma 4.8. We start by estimating the first and second derivatives 
of Hsep

1 (u, ϕ(u); δ) in suitable norms. Recall that by (B.18), Hsep
1 = MP + MS + MR. 

Therefore, taking ϕ ∈ B(�δ3) ⊂ X out
× and applying Lemmas B.10 and B.11:

1. For gsep = ∂wH
sep
1 one has

‖gsep(·, ϕ)‖out
1,− 2

3
≤‖∂wMP (·, ϕ)‖out

1,− 2
3

+ C ‖∂wMS(·, ϕ)‖out
0,− 1

3
+ ‖∂wMR(·, ϕ)‖out

1,− 2
3

≤Cδ2

and, in particular, for κ big enough

‖gsep(·, ϕ)‖out
0,0 ≤ Cκ−2 � 1. (B.32)

Analogously, ‖∂wgsep(·, ϕ)‖out
0,− 2

3
≤ C and ‖∂∗gsep(·, ϕ)‖out

0, 53
≤ Cδ3, for ∗ = x, y.

2. For f sep
1 = −∂uH

sep
1 , one has that

‖f sep
1 (·, ϕ)‖out

1,1 ≤ ‖∂uMP (·, ϕ)‖out
1,1 + C ‖∂uMS(·, ϕ)‖out

0, 43
+ ‖∂uMR(·, ϕ)‖out

1,1 ≤ Cδ2,

‖∂wf sep
1 (·, ϕ)‖out

1, 13
≤ Cδ2 and ‖∂∗f sep

1 (·, ϕ)‖out
0, 73

≤ Cδ, for ∗ = x, y.
3. For f sep

2 = i∂yH
sep
1 and f sep

3 = −i∂xH
sep
1 , we can obtain the estimates

‖f2(·, ϕ)‖out
0, 43

≤‖∂yMP (·, ϕ)‖out
0, 43

+ C ‖∂yMS(·, ϕ) + ∂yMR(·, ϕ)‖out
0,0 ≤ Cδ,

‖f3(·, ϕ)‖out
0, 43

≤‖∂xMP (·, ϕ)‖out
0, 43

+ C ‖∂xMS(·, ϕ) + ∂xMR(·, ϕ)‖out
0,0 ≤ Cδ.

(B.33)

Analogously, we have that ‖∂wf sep
j (·, ϕ)‖out

0, 53
≤ Cδ3 and ‖∂∗f sep

j (·, ϕ)‖out
0,2 ≤ Cδ2, for 

j = 2, 3 and ∗ = x, y.

Joining these estimates and taking κ big enough, we complete the proof of the 
lemma. �
Remark B.12. Note that ‹Du,out

κ2,d2,d3
⊂ Du,out

κ,d1,ρ2
and Yout ⊂ X out

0,0 (see (4.9) and (4.5)). 
Then, the proof of Lemma 4.10 is a direct consequence of the estimates for gsep and its 
derivatives in Item 1 above and the fact that, by (3.11) and (4.8),

R[U ](v) = ∂wH
sep
1 (v + U(v), zu(v + U(v))) = gsep (v + U(v), zu(v + U(v))) .
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Appendix C. Estimates for the difference

In this section we prove Lemmas 3.16 and 3.19.

C.1. Proof of Lemma 3.16

First, we prove the estimates for the operator Υ given in (3.27). For σ ∈ [0, 1], we 
define zσ = σzu +(1 −σ)zs with zσ = (wσ, xσ, yσ)T . Then, by Theorem 3.3, for u ∈ Dκ,d, 
we have that

|wσ(u)| ≤ Cδ2

|u2 + A2| + Cδ4

|u2 + A2|
8
3
, |xσ(u)| , |yσ(u)| ≤ Cδ3

|u2 + A2|
4
3
. (C.1)

Recalling that Hsep = w + xy
δ2 + Hsep

1 (see (3.8)), one has

|Υ1(u) − 1| ≤ sup
σ∈[0,1]

|∂wHsep
1 (u, zσ(u))| ,

|Υ2(u)| ≤ |yσ(u)|
δ2 + sup

σ∈[0,1]
|∂xHsep

1 (u, zσ(u))| ,

|Υ3(u)| ≤ |xσ(u)|
δ2 + sup

σ∈[0,1]
|∂yHsep

1 (u, zσ(u))| .

Then, by (C.1) and applying (B.32) and (B.33) in the proof of Lemma 4.8 we obtain the 
estimates for Υ1, Υ2 and Υ3.

We also need estimates for the matrix B̃spl given in (3.26), which satisfies

|B̃spl
i,j (u)| ≤ sup

σ∈[0,1]

∣∣∣(DzRsep[zσ](u))i,j
∣∣∣ ,

for zσ = σzu + (1 − σ)zs. Then, by (C.1) and applying Lemma 4.8, for u ∈ Dκ,d,

∣∣∣B̃spl
2,1(u)

∣∣∣ ≤ Cδ

|u2 + A2|
2
3
,

∣∣∣B̃spl
3,1(u)

∣∣∣ ≤ Cδ

|u2 + A2|
2
3
,

∣∣∣B̃spl
2,2(u)

∣∣∣ ≤ C

|u2 + A2|
1
3

+ Cδ2

|u2 + A2|2
,
∣∣∣B̃spl

3,2(u)
∣∣∣ ≤ Cδ2

|u2 + A2|2
,

∣∣∣B̃spl
2,3(u)

∣∣∣ ≤ Cδ2

|u2 + A2|2
,

∣∣∣B̃spl
3,3(u)

∣∣∣ ≤ C

|u2 + A2|
1
3

+ Cδ2

|u2 + A2|2
.

(C.2)

Then, by (3.53) and taking κ big enough,

∣∣∣Bspl
1,1(u)

∣∣∣ ≤ |Υ2(u)|
|Υ (u)|

∣∣∣B̃spl
2,1(u)

∣∣∣ ≤ Cδ2

2 2 2 ,

1 |u + A |
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∣∣∣Bspl
1,2(u)

∣∣∣ ≤ ∣∣∣B̃spl
2,3(u)

∣∣∣+ |Υ3(u)|
|Υ1(u)|

∣∣∣B̃spl
2,1(u)

∣∣∣ ≤ Cδ2

|u2 + A2|2

and analogous estimates hold for Bspl
2,1 and Bspl

2,2.
Finally, we compute estimates for By(u) (see (3.44)) and u ∈ Dκ,d. The estimates for 

Bx(u) can be computed analogously. Let us consider the integration path ρt = u∗ +(u −
u∗)t, for t ∈ [0, 1]. Then

By(u) = exp

Ñ 1∫

0

B̃spl
2,2 (ρt) (u− u∗)dt

é
.

Using the bounds in (C.2), we have that

|logBy(u)| ≤ C |u− u∗|

∣∣∣∣∣∣
1∫

0

1
|ρ2

t + A2|
1
3

+ δ2

|ρ2
t + A2|2

dt

∣∣∣∣∣∣ ≤ C,

which implies C−1 ≤ |By(u)| ≤ C.

C.2. Proof of Lemma 3.19

We only give an expression for By(u+). The result for Bx(u−) is analogous. First, we 
analyze B̃spl

3,3.

Lemma B.13. For δ > 0 small enough, κ > 0 large enough and u ∈ Dκ,d, the function 
B̃spl

3,3 defined in (3.26) is of the form

B̃spl
3,3(u) = −4i

3 Λh(u) + δ2m(u; δ),

for some function m satisfying

|m(u; δ)| ≤ C

|u2 + A2|2
.

Proof. Let us define zτ = τzu + (1 − τ)zs and recall that, for u ∈ Dκ,d,

B̃3,3(u) =
1∫

0

∂yRsep
3 [zτ ](u)dτ. (C.3)

Then, by the expression of Rsep
3 in (B.8), the estimates in the proof of Lemma 4.8 (see 

Appendix B.2) and Theorem 3.3, we have that
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∂yRsep
3 [zτ ](u) = i

δ2 g
sep(u, zτ (u)) + δ2‹m(u; δ),

where |‹m(u; δ)| ≤ C
|u2+A2|2 . In the following, to simplify notation, we denote by ‹m(u; δ)

any function satisfying the previous estimate. Since gsep = ∂wH
sep
1 , by (B.18) one has

gsep(u, zτ (u)) = ∂wMP (u, zτ (u); δ) + ∂wMS(u, zτ (u); δ) + ∂wMR(u, zτ (u); δ),

with MP , MS and MR as given in (B.19), (B.20) and (B.21), respectively. Then, taking 
into account that Fp(s) = 2z3 + O(z4) (see (2.10)) and following the proofs of Lem-
mas B.10 and B.11, it is a tedious but an easy computation to see that,

gsep(u, zτ (u)) = ∂wMP (u, 0, 0, 0; δ) + ∂wMS(u, 0, 0, 0; δ)

− wτ (u)
3Λ2

h(u) − δ2LΛ(δ)
Λh(u) − 2δ2Λh(u) + δ4‹m(u; δ)

and, by (C.3),

B̃3,3(u) = i

δ2 [∂wMP (u, 0, 0, 0; δ) + ∂wMS(u, 0, 0, 0; δ)]

− i
wu(u) + ws(u)

6δ2Λ2
h(u) − i

LΛ(δ)
Λh(u) − 2iΛh(u) + δ2‹m(u; δ).

(C.4)

Next, we study the terms wu,s(u). Since Hsep = w + xy
δ2 + MP + MS + MR (see (3.8)

and (B.18)), one can see that

Hsep(u, zu(u); δ) = Hsep(u, zs(u); δ) = lim
Reu→±∞

Hsep(u, 0, 0, 0; δ) = δ4K(δ),

with |K(δ)| ≤ C, for δ small enough. Then, by Theorem 3.3, for � = u, s,

|w�(u) + MP (u, z�(u); δ) + MS(u, z�(u); δ) + MR(u, z�(u); δ)| ≤ Cδ4

|u2 + A2|
8
3
.

Again, following the proofs of Lemmas B.10 and B.11, one obtains

∣∣w�(u) + MP (u, 0, 0, 0; δ) + MS(u, 0, 0, 0; δ) + δ2Λh(u)(3LΛ + 2Λ2
h(u))

∣∣ ≤ Cδ4

|u2 + A2|
8
3
,

and, by (C.4),

B̃3,3(u) = − 4i
3 Λh(u) + i

δ2

ï
∂wMP (u, 0, 0, 0; δ) + MP (u, 0, 0, 0; δ)

3Λ2
h(u)

ò
+ i

2

ï
∂wMS(u, 0, 0, 0; δ) + MS(u, 0, 0, 0; δ)

2

ò
+ δ2‹m(u; δ).
δ 3Λh(u)
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Therefore, it only remains to check that∣∣∣∣∂wMP,S(u, 0, 0, 0; δ) + MP,S(u, 0, 0, 0; δ)
3Λ2

h(u)

∣∣∣∣ ≤ Cδ4

|u2 + A2|2
.

Indeed, by (B.7) and the definition (B.19) of MP , one has

MP (u,w, 0, 0; δ) = MP

Å
u, δ2Λh(u) − δ2w

3Λh(u) + δ4LΛ(δ)
ã
,

where MP (u, Λ) is an analytic function for u ∈ Dκ,d and |Λ| � 1. Moreover, following 
the proof of Lemma B.10, there exist a0 and a1 such that

|MP (u,Λ) − a0(u; δ) − a1(u; δ)Λ| ≤ CΛ2

|u2 + A2|2
,

with

|a0(u; δ)| ≤ Cδ4

|u2 + A2|
2
3
, |a1(u; δ)| ≤ C

|u2 + A2|
2
3
.

Therefore,∣∣∣∣∂wMP (u, 0, 0, 0; δ) + MP (u, 0, 0, 0; δ)
3Λ2

h(u)

∣∣∣∣ ≤ |a0(u)|
3Λ2

h(u) + δ4LΛ(δ) |a1(u)|
3Λ2

h(u) + Cδ4

|u2 + A2|2

≤ Cδ4

|u2 + A2|2
.

An analogous estimate holds for MS. �
End of the proof of Lemma 3.19. By Lemma B.13 and recalling that u+ = iA − κδ2,

logBy(u+) =
u+∫

u∗

B̃spl
3,3(u)du = −4i

3

iA∫

u∗

Λh(u)du

+ 4i
3

iA∫

u+

Λh(u)du + δ2

u+∫

u∗

m(u; δ).

(C.5)

Then, by Theorem 3.1 and taking into account that κ = κ∗ |log δ| (see Lemma 3.18), we 
obtain ∣∣∣∣∣∣logBy(u+) + 4i

3

iA∫

u∗

Λh(u)du

∣∣∣∣∣∣ ≤ C

κ
+ Cκ

2
3 δ

4
3 + Cδ2

|u∗ − iA| ≤
C

|log δ| .



70 I. Baldomá et al. / Advances in Mathematics 430 (2023) 109218
Finally, recalling that λ̇h = −3Λh, applying the change of coordinates λ = λh(u) and 
using that λh(iA) = π, we have that

4i
3

iA∫

u∗

Λh(u)du = −4i
9

π∫

λh(u∗)

dλ = −4i
9 (π − λh(u∗)) .

Joining the last statements with (C.5), we obtain the statement of the lemma. �
References

[1] V.M. Alekseev, Quasi-random oscillations and qualitative problems of celestial mechanics, Izdan. 
Inst. Mat. Akad. Nauk Ukr. (1972) 212–341.

[2] G. Arioli, Periodic orbits, symbolic dynamics and topological entropy for the restricted 3-body 
problem, Commun. Math. Phys. 231 (1) (2002) 1–24.

[3] V.I. Arnol’d, Small denominators and problems of stability of motion in classical and celestial 
mechanics, Usp. Mat. Nauk 18 (6(114)) (1963) 91–192.

[4] V.I. Arnol’d, Instability of dynamical systems with many degrees of freedom, Dokl. Akad. Nauk 
SSSR 156 (1964) 9–12.

[5] I. Baldomá, The inner equation for one and a half degrees of freedom rapidly forced Hamiltonian 
systems, Nonlinearity 19 (6) (2006) 1415–1445.

[6] I. Baldomá, M. Capińsky, M. Guardia, T.M. Seara, Breakdown of heteroclinic connections in the 
analytic Hopf-zero singularity: rigorous computation of the Stokes constant, J. Nonlinear Sci. 33 (28) 
(2023).

[7] I. Baldomá, O. Castejón, T.M. Seara, Exponentially small heteroclinic breakdown in the generic 
Hopf-zero singularity, J. Dyn. Differ. Equ. 25 (2) (2013) 335–392.

[8] I. Baldomá, E. Fontich, M. Guardia, T.M. Seara, Exponentially small splitting of separatrices beyond 
Melnikov analysis: rigorous results, J. Differ. Equ. 253 (12) (2012) 3304–3439.

[9] A. Bengochea, M. Falconi, E. Pérez-Chavela, Horseshoe periodic orbits with one symmetry in the 
general planar three-body problem, Discrete Contin. Dyn. Syst. 33 (3) (2013) 987.

[10] I. Baldomá, M. Giralt, M. Guardia, Breakdown of homoclinic orbits to L3 in the RPC3BP(I). 
Complex singularities and the inner equation, Adv. Math. 408 (2022) 108562.

[11] I. Baldomá, M. Giralt, M. Guardia, Coorbital chaotic and homoclinic phenomena in the restricted 
planar circular 3 body problem, 2023, in preparation.

[12] E. Barrabés, S. Mikkola, Families of periodic horseshoe orbits in the restricted three-body problem, 
Astron. Astrophys. 432 (3) (2005) 1115–1129.

[13] S.V. Bolotin, R.S. MacKay, Nonplanar second species periodic and chaotic trajectories for the 
circular restricted three-body problem, Celest. Mech. Dyn. Astron. 94 (4) (2006) 433–449.

[14] E. Barrabés, J.M. Mondelo, M. Ollé, Dynamical aspects of multi-round horseshoe-shaped homoclinic 
orbits in the RTBP, Celest. Mech. Dyn. Astron. 105 (1–3) (2009) 197–210.

[15] E. Barrabés, M. Ollé, Invariant manifolds of L3 and horseshoe motion in the restricted three-body 
problem, Nonlinearity 19 (2006) 2065–2089.

[16] S. Bolotin, Symbolic dynamics of almost collision orbits and skew products of symplectic maps, 
Nonlinearity 19 (9) (2006) 2041–2063.

[17] E.W. Brown. Orbits Periodic, On a new family of periodic orbits in the problem of three bodies, 
Mon. Not. R. Astron. Soc. 71 (1911) 438–454.

[18] I. Baldomá, T.M. Seara, The inner equation for generic analytic unfoldings of the Hopf-zero singu-
larity, Discrete Contin. Dyn. Syst., Ser. B 10 (2&3, September) (2008) 323.

[19] M.J. Capiński, Computer assisted existence proofs of Lyapunov orbits at L2 and transversal in-
tersections of invariant manifolds in the Jupiter–Sun PCR3BP, SIAM J. Appl. Dyn. Syst. 11 (4) 
(2012) 1723–1753.

[20] A. Celletti, A. Giorgilli, On the stability of the Lagrangian points in the spatial restricted problem 
of three bodies, Celest. Mech. Dyn. Astron. 50 (1) (1990) 31–58.

[21] E. Canalias, G. Gómez, M. Marcote, J.J. Masdemont, Assessment of mission design including uti-
lization of libration points and weak stability boundaries, ESA Advanced Concept Team, 2004.

http://refhub.elsevier.com/S0001-8708(23)00361-4/bib58B4FE16F0B38C992DC6863E15430DD3s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib58B4FE16F0B38C992DC6863E15430DD3s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib12F663F628E50C7282DE5668EB32F465s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib12F663F628E50C7282DE5668EB32F465s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib5A7061BE53E7FCAD96CA3896E0262DADs1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib5A7061BE53E7FCAD96CA3896E0262DADs1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bibEC6B0918F67A2A7E6FE4A0005C978D23s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bibEC6B0918F67A2A7E6FE4A0005C978D23s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib7252293F14F680B118311444B99E1B4Es1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib7252293F14F680B118311444B99E1B4Es1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib3F8B3F3DB82BEF66AD586CF539CD32B6s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib3F8B3F3DB82BEF66AD586CF539CD32B6s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib3F8B3F3DB82BEF66AD586CF539CD32B6s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bibD346C849C8F36F2506C377BC64486570s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bibD346C849C8F36F2506C377BC64486570s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib0CCB7A1FFE0D39785E4A98A90AE92B58s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib0CCB7A1FFE0D39785E4A98A90AE92B58s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib19F4A89A165127143D07B26FE539F7B4s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib19F4A89A165127143D07B26FE539F7B4s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bibCFFACB19EC4D721715FE839CD488F504s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bibCFFACB19EC4D721715FE839CD488F504s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bibB19FA3CE6E8B6B26A1449B24AAC092D4s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bibB19FA3CE6E8B6B26A1449B24AAC092D4s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bibE97D7D2966E88F49F3603A541FF65B22s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bibE97D7D2966E88F49F3603A541FF65B22s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib1F728DE5ED4605290B2E923CABEAFFABs1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib1F728DE5ED4605290B2E923CABEAFFABs1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib0229836FCD8C6E6F9B1BE8FCF33B9A60s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib0229836FCD8C6E6F9B1BE8FCF33B9A60s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bibA2E62D3AFA13D1DC23B90E15F05BE292s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bibA2E62D3AFA13D1DC23B90E15F05BE292s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib0B3A5051E9489B40786E5767383A8F53s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib0B3A5051E9489B40786E5767383A8F53s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib92F32AA421088F3FBA6FC9D73C5C557As1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib92F32AA421088F3FBA6FC9D73C5C557As1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bibE59D3561262FE820AC4FE330E33BA946s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bibE59D3561262FE820AC4FE330E33BA946s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bibE59D3561262FE820AC4FE330E33BA946s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bibE1FD0085F27E8F3224216DDEA45B4F56s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bibE1FD0085F27E8F3224216DDEA45B4F56s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bibF2F7EA875C509F4659CC49CB7E11BED0s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bibF2F7EA875C509F4659CC49CB7E11BED0s1


I. Baldomá et al. / Advances in Mathematics 430 (2023) 109218 71
[22] J.M. Cors, G.R. Hall, Coorbital periodic orbits in the three body problem, SIAM J. Appl. Dyn. 
Syst. 2 (2) (2003) 219–237.

[23] J.M. Cors, J.F. Palacián, P. Yanguas, On co-orbital quasi-periodic motion in the three-body prob-
lem, SIAM J. Appl. Dyn. Syst. 18 (1) (2019) 334–353.

[24] S.F. Dermott, C.D. Murray, The dynamics of tadpole and horseshoe orbits. I - theory, Icarus 48 (1) 
(1981) 1–11.

[25] S.F. Dermott, C.D. Murray, The dynamics of tadpole and horseshoe orbits. II - the coorbital satel-
lites of Saturn, Icarus 48 (1) (1981) 12–22.

[26] J. Fejoz, Démonstration du ‘théorème d’Arnold’ sur la stabilité du système planétaire (d’après 
Herman), Ergod. Theory Dyn. Syst. 24 (5) (2004) 1521–1582.

[27] J. Féjoz, On “Arnold’s theorem” on the stability of the solar system, Discrete Contin. Dyn. Syst. 
33 (8) (2013) 3555–3565.

[28] J. Féjoz, M. Guardia, V. Kaloshin, P. Roldan, Kirkwood gaps and diffusion along mean motion 
resonances in the restricted planar three-body problem, J. Eur. Math. Soc. 18 (10) (2016) 2313–2401.

[29] A. Giorgilli, A. Delshams, E. Fontich, L. Galgani, C. Simó, Effective stability for a Hamiltonian 
system near an elliptic equilibrium point, with an application to the restricted three body problem, 
J. Differ. Equ. 77 (1) (1989) 167–198.

[30] J. Guckenheimer, P. Holmes, Nonlinear Oscillations, Dynamical Systems, and Bifurcations of Vector 
Fields, Applied Mathematical Sciences, vol. 42, Springer, New York, 1983.

[31] G. Gómez, À. Jorba, J.J. Masdemont, C. Simó, Dynamics and Mission Design Near Libration Points 
- Volume 4: Advanced Methods for Triangular Points, vol. 5, World Scientific, 2001.

[32] G. Gómez, J. Llibre, R. Martínez, C. Simó, Dynamics and Mission Design Near Libration Points: 
Fundamentals - Volume 1: The Case of Collinear Libration Points, World Scientific, 2001.

[33] M. Guardia, P. Martín, T.M. Seara, Oscillatory motions for the restricted planar circular three body 
problem, Invent. Math. 203 (2) (2016) 417–492.

[34] M. Guardia, J. Paradela, T.M. Seara, C. Vidal, Symbolic dynamics in the restricted elliptic isosceles 
three body problem, J. Differ. Equ. 294 (2021) 143–177.

[35] M. Guardia, T.M. Seara, P. Martín, L. Sabbagh, Oscillatory orbits in the restricted elliptic planar 
three body problem, Discrete Contin. Dyn. Syst., Ser. A 37 (1) (2017) 229.

[36] A. Gierzkiewicz, P. Zgliczyński, A computer-assisted proof of symbolic dynamics in Hyperion’s 
rotation, Celest. Mech. Dyn. Astron. 131 (7) (2019) 1–17.

[37] X. Hou, J. Tang, L. Liu, Transfer to the collinear libration point L3 in the Sun–Earth+Moon system, 
NASA Technical Report, 2007.

[38] À. Jorba, B. Nicolás, Transport and invariant manifolds near L3 in the Earth-Moon Bicircular 
model, Commun. Nonlinear Sci. Numer. Simul. 89 (2020) 105327.

[39] À. Jorba, B. Nicolás, Using invariant manifolds to capture an asteroid near the L3 point of the 
Earth-Moon Bicircular model, Commun. Nonlinear Sci. Numer. Simul. (2021) 105948.

[40] W.S. Koon, M.W. Lo, J.E. Marsden, S.D. Ross, Dynamical Systems, the Three-Body Problem and 
Space Mission Design, World Scientific, 2000, pp. 1167–1181.

[41] V.F. Lazutkin, Splitting of separatrices for the Chirikov standard map, Preprint VINITI, 6372-84, 
1984.

[42] V.F. Lazutkin, Splitting of separatrices for the Chirikov standard map, J. Math. Sci. 128 (2) (2005) 
2687–2705.

[43] J. Llibre, C. Simó, Oscillatory solutions in the planar restricted three-body problem, Math. Ann. 
248 (2) (1980) 153–184.

[44] J. Llibre, M. Ollé, The motion of Saturn coorbital satellites in the restricted three-body problem, 
Astron. Astrophys. 378 (3) (2001) 1087–1099.

[45] K.R. Meyer, D.C. Offin, Introduction to Hamiltonian Dynamical Systems and the N-Body Problem, 
vol. 90, Springer Science+Business Media, 2017.

[46] R. Moeckel, Chaotic dynamics near triple collision, Arch. Ration. Mech. Anal. 107 (1) (1989) 37–69.
[47] R. Moeckel, Symbolic dynamics in the planar three-body problem, Regul. Chaotic Dyn. 12 (5) 

(2007) 449–475.
[48] J. Moser, Stable and Random Motions in Dynamical Systems: With Special Emphasis on Celestial 

Mechanics, Princeton University Press, 2001.
[49] L. Niederman, A. Pousse, P. Robutel, On the co-orbital motion in the three-body problem: existence 

of quasi-periodic horseshoe-shaped orbits, Commun. Math. Phys. 377 (1) (2020) 551–612.
[50] A. Pousse, E.M. Alessi, Revisiting the averaged problem in the case of mean-motion resonances 

of the restricted three-body problem. Global rigorous treatment and application to the co-orbital 
motion, arXiv :2106 .14810, 2021.

http://refhub.elsevier.com/S0001-8708(23)00361-4/bib41D179CA875E90557A127D179E6A868Bs1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib41D179CA875E90557A127D179E6A868Bs1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib70DAAB161D27580B04E139D6BDFC85F0s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib70DAAB161D27580B04E139D6BDFC85F0s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib85AF4CDD27357C6F0CDBA6ED9C1CE615s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib85AF4CDD27357C6F0CDBA6ED9C1CE615s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib008DC86130B3D6AE42D5825B16CA198Ds1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib008DC86130B3D6AE42D5825B16CA198Ds1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib8D369958D508BEB1DDF8B1E5970E9B0Ds1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib8D369958D508BEB1DDF8B1E5970E9B0Ds1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib5454524ED4E5456BAB8DDB4EA5218923s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib5454524ED4E5456BAB8DDB4EA5218923s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib123EADD9BD5AD7F58DD28122DC4ED711s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib123EADD9BD5AD7F58DD28122DC4ED711s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib3CEBD9D2BFA9905B866B49C19C217D87s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib3CEBD9D2BFA9905B866B49C19C217D87s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib3CEBD9D2BFA9905B866B49C19C217D87s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib78E271935E52446FCAE5346169EA7D32s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib78E271935E52446FCAE5346169EA7D32s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bibCD10929DE2F85B89D27A395CD040588As1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bibCD10929DE2F85B89D27A395CD040588As1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib63CE2FF9B159AEA52D910F165BDF7333s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib63CE2FF9B159AEA52D910F165BDF7333s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib15AA3FA54EDC4D52D95E5AC2A85CAE20s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib15AA3FA54EDC4D52D95E5AC2A85CAE20s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bibF28D7DD5FE551604CFCC8D8357E228C2s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bibF28D7DD5FE551604CFCC8D8357E228C2s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib7B161770850729D19B51343A9DD7591Ds1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib7B161770850729D19B51343A9DD7591Ds1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib61E8583FEB2062E330E2BBF30F17BC2Bs1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib61E8583FEB2062E330E2BBF30F17BC2Bs1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib37217C27E1A68B9ED97BEA9C17E08BA3s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib37217C27E1A68B9ED97BEA9C17E08BA3s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib4A213A8A2E5E59B432DB5CF8DC194A94s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib4A213A8A2E5E59B432DB5CF8DC194A94s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib6FF8FFAF673FA63D616A75BD2322A881s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib6FF8FFAF673FA63D616A75BD2322A881s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib5EDAB2B16A09D023C7E54FEDEE247C2Fs1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib5EDAB2B16A09D023C7E54FEDEE247C2Fs1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib82FA5CE0F2E200A06818301979976224s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib82FA5CE0F2E200A06818301979976224s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bibA22BBCF22A9268DFFCAD320CB190E897s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bibA22BBCF22A9268DFFCAD320CB190E897s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib654E874503C9EB099B0BF47617FB147Es1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib654E874503C9EB099B0BF47617FB147Es1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib9BB35E36E2CD15E9777B73C81C3CD6FAs1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib9BB35E36E2CD15E9777B73C81C3CD6FAs1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bibA5FCDE3762E71EC4572D0029F12D579Fs1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bibFEC0C58FF1CF8BDCAFBED329C912ABE8s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bibFEC0C58FF1CF8BDCAFBED329C912ABE8s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib4CCDB52C8AAF0FB4CBFA0FCF6538056Bs1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib4CCDB52C8AAF0FB4CBFA0FCF6538056Bs1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib4A95E6711A4F130FBCDBB107AEBEA571s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib4A95E6711A4F130FBCDBB107AEBEA571s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib4DCCC72D5FDAFF4134195F42E857EE89s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib4DCCC72D5FDAFF4134195F42E857EE89s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib4DCCC72D5FDAFF4134195F42E857EE89s1


72 I. Baldomá et al. / Advances in Mathematics 430 (2023) 109218
[51] P. Robutel, F. Gabern, The resonant structure of Jupiter’s Trojan asteroids–I. Long-term stability 
and diffusion, Mon. Not. R. Astron. Soc. 372 (4) (2006) 1463–1482.

[52] P. Robutel, L. Niederman, A. Pousse, Rigorous treatment of the averaging process for co-orbital 
motions in the planetary problem, Comput. Appl. Math. 35 (3) (2016) 675–699.

[53] K. Sitnikov, The existence of oscillatory motions in the three-body problem, Dokl. Akad. Nauk 
SSSR 133 (1960) 303–306.

[54] C. Simó, P. Sousa-Silva, M. Terra, Practical stability domains near L4,5 in the Restricted Three-
Body Problem: some preliminary facts, in: Progress and Challenges in Dynamical Systems, in: 
Springer Proceedings in Mathematics & Statistics, Springer, Berlin, Heidelberg, 2013, pp. 367–382.

[55] V.G. Szebehely, Theory of Orbits: The Restricted Problem of Three Bodies, Academic Press, New 
York [etc.], 1967.

[56] M. Tantardini, E. Fantino, Y. Ren, P. Pergola, G. Gómez, J.J. Masdemont, Spacecraft trajectories 
to the L3 point of the Sun–Earth three-body problem, Celest. Mech. Dyn. Astron. 108 (3) (2010) 
215–232.

[57] M.O. Terra, C. Simó, P.A. Sousa-Silva, Evidences of diffusion related to the center manifold of L3 
of the SRTBP, in: 65th International Astronautical Congress, Toronto, 2014.

[58] D. Wilczak, P. Zgliczyński, Heteroclinic connections between periodic orbits in planar restricted 
circular three-body problem – a computer assisted proof, Commun. Math. Phys. 234 (1) (2003) 
37–75.

http://refhub.elsevier.com/S0001-8708(23)00361-4/bib9967FF35C75256C7CE364B358C3138C2s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib9967FF35C75256C7CE364B358C3138C2s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib559DE6406729CAC9D307EA1A46CAF7AEs1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib559DE6406729CAC9D307EA1A46CAF7AEs1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bibCE6016B55952FD063DA44D9F7E2553A2s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bibCE6016B55952FD063DA44D9F7E2553A2s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bibC71310992720B718D37F8E69909D0645s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bibC71310992720B718D37F8E69909D0645s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bibC71310992720B718D37F8E69909D0645s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib2B0ADF28CDC1E041AAEA413778BA882Cs1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib2B0ADF28CDC1E041AAEA413778BA882Cs1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib71D01A7FD1CE3783DC35368C7ABCC14Fs1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib71D01A7FD1CE3783DC35368C7ABCC14Fs1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib71D01A7FD1CE3783DC35368C7ABCC14Fs1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bibF9E961B5ABF99E47326F1F716713FA6Fs1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bibF9E961B5ABF99E47326F1F716713FA6Fs1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib4794471ABCE5EF199135E64AF400BF48s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib4794471ABCE5EF199135E64AF400BF48s1
http://refhub.elsevier.com/S0001-8708(23)00361-4/bib4794471ABCE5EF199135E64AF400BF48s1

	Breakdown of homoclinic orbits to L3 in the RPC3BP (II). An asymptotic formula
	1 Introduction
	1.1 The distance between the invariant manifolds of L3
	1.2 The strategy to prove Theorem 1.1

	2 A singular formulation of the problem
	2.1 Proof of Theorem 1.1

	3 Proof of Theorem 2.2
	3.1 Analytical continuation of the unperturbed separatrix
	3.2 The perturbed invariant manifolds
	3.2.1 Analytic extension of the stable and unstable manifolds
	3.2.2 Further analytic extension of the unstable manifold

	3.3 A first order of the invariant manifolds near the singularities
	3.3.1 The inner equation
	3.3.2 Complex matching estimates

	3.4 The asymptotic formula for the difference
	3.4.1 End of the proof of Theorem 2.2


	4 The perturbed invariant manifolds
	4.1 The invariant manifolds in the infinity domain
	4.2 The invariant manifolds in the outer domain
	4.3 Switching to the time-parametrization
	4.4 Extending the time-parametrization
	4.5 Back to a graph parametrization

	5 Complex matching estimates
	5.1 Preliminaries and set up
	5.2 An integral equation formulation
	5.3 End of the proof of Proposition 5.2

	Acknowledgments
	Appendix A Poincaré variables
	Appendix B Estimates for the invariant manifolds
	B.1 Estimates in the infinity domain
	B.2 Estimates in the outer domain

	Appendix C Estimates for the difference
	C.1 Proof of Lemma 3.16
	C.2 Proof of Lemma 3.19

	References


